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EnvStats-package Package for Environmental Statistics, Including US EPA Guidance

Description

A comprehensive R package for environmental statistics and the successor to the S-PLUS module
EnvironmentalStats for S-PLUS (first released in April, 1997). EnvStats provides a set of power-
ful functions for graphical and statistical analyses of environmental data, with a focus on analyzing
chemical concentrations and physical parameters, usually in the context of mandated environmental
monitoring. It includes major environmental statistical methods found in the literature and regula-
tory guidance documents, and extensive help that explains what these methods do, how to use them,
and where to find them in the literature. It also includes numerous built-in data sets from regula-
tory guidance documents and environmental statistics literature, and scripts reproducing analyses
presented in the user’s manual (Millard, 2013).
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For a complete list of functions and datasets, you can do any of the following:

* See the help file Functions By Category for a listing of functions by category.

* If you are in the on-line help, scroll to the bottom of this help page and click on the Index
link.

* Type library(help="EnvStats") at the command prompt.
Note: The names of all EnvStats functions start with a lowercase letter, and the names of all

EnvStats datasets and data objects start an uppercase letter. You can type newsEnvStats() at the
R command prompt for the latest news for the EnvStats package.

Details
Package: EnvStats
Type: Package
Version: 2.0.1
Date: 2015-05-24

License: GPL (>=3)
LazyLoad: yes

A companion file EnvStats-manual.pdf containing a listing of all the current help files is located
on the R CRAN web site at http://cran.r-project.org/web/packages/EnvStats/EnvStats.
pdf and also in the doc subdirectory of the directory where the EnvStats package was installed. For
example, if you installed R under Windows, this file might be located in the directory C:\Program
Files\R-*.** *\library\EnvStats\doc, where *.**.* denotes the version of R you are using (e.g.,
3.2.0) or in the directory C:\Users\Name\Documents\R\win-library\*.** *\EnvStats\doc, where
Name denotes your user name on the Windows operating system.

EnvStats comes with companion scripts, located in the scripts subdirectory of the directory where
the package was installed. One set of scripts lets you reproduce the examples in the User’s Manual
(currently is still in preparation). There are also scripts that let you reproduce examples from US
EPA guidance documents.

See the References section below for documentation for the predecessor to EnvStats, Environmen-
talStats for S-PLUS for Windows.

Features of EnvStats include:

* New functions for computing summary statistics and creating summary plots to compare the
distributions of groups side-by-side.

» New probability distributions have been added to the ones already available in R, including
the extreme value distribution and the zero-modified lognormal (delta) distribution. You can
compute quantities associated with these probability distributions (probability density func-
tions, cumulative distribution functions, and quantiles), and generate random numbers from
these distributions.

* Plot probability distributions so you can see how they change with the value of the distribution
parameter(s).

 Estimate distribution parameters and distribution quantiles, and compute confidence intervals
for commonly used probability distributions, including special methods for the lognormal and
gamma distributions.

* Perform and plot the results of goodness-of-fit tests:


http://cran.r-project.org/web/packages/EnvStats/EnvStats.pdf
http://cran.r-project.org/web/packages/EnvStats/EnvStats.pdf

10 EnvStats-package

— Observed and Fitted Distributions
— Quantile-Quantile Plots

— Results of Shaprio-Wilk test, Kolmogorov-Smirnov test, etc.
Includes a new generalized goodness-of-fit test for any continuous distribution.
* Functions for assessing optimal Box-Cox data transformations.

» Compute parametric and non-parametric prediction intervals, simultaneous prediction inter-
vals, and tolerance intervals.

* New functions for hypothesis tests, including:

Nonparametric estimation and tests for seasonal trend

Fisher’s one-sample randomization (permutation) test for location

Quantile test to detect a shift in the tail of one population relative to another

Two-sample linear rank tests

Test for serial correlation based on von Neumann rank test

 Perform calibration based on a machine signal to determine decision and detection limits and
report estimated concentrations along with confidence intervals.

* Easily perform power and sample size computations and create companion plots for sampling
designs based on confidence intervals, hypothesis tests, prediction intervals, and tolerance
intervals.

* Handle singly and multiply censored (less-than-detection-limit) data:

Empirical CDF and Quantile-Quantile Plots

Parameter/Quantile Estimation and Confidence Intervals

Prediction and Tolerance Intervals
Goodness-of-Fit Tests

Optimal Box-Cox Transformations

Two-Sample Rank Tests
* Functions for performing Monte Carlo simulation and probabilistic risk assessement.

» Reproduce specific examples in EPA guidance documents by using built-in data sets from
these documents and running companion scripts.

Author(s)

Steven P. Millard

Maintainer: Steven P. Millard <EnvStats @ ProbStatInfo.com>

References

Millard, S.P. (2013). EnvStats: An R Package for Environmental Statistics. Springer, New York.

Millard, S.P. (2002). EnvironmentalStats for S-PLUS: User’s Manual for Version 2.0. Second
Edition. Springer-Verlag, New York.

Millard, S.P., and N.K. Neerchal. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, FL.
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Examples

# Look at plots and summary statistics for the TcCB data given in

# USEPA (1994b), (the data are stored in EPA.94b.tccb.df).

# Arbitrarily set the one censored observation to the censoring level.
# Group by the variable Area.

EPA.94b.tcch.df

# TcCB.orig  TcCB Censored Area
#1 0.22 0.22 FALSE Reference
#2 0.23 0.23 FALSE Reference
#...

#46 1.20 1.20 FALSE Reference
#47 1.33 1.33 FALSE Reference
#48 <0.09 0.09 TRUE  Cleanup
#49 0.09 0.09 FALSE  Cleanup
#...

#123 51.97 51.97 FALSE  Cleanup

#124 168.64 168.64 FALSE  Cleanup

# First plot the data

dev.new()
stripChart(TcCB ~ Area, data = EPA.94b.tccb.df,
xlab = "Area"”, ylab = "TcCB (ppb)")
mtext("TcCB Concentrations by Area”, line = 3, cex = 1.25, font = 2)

dev.new()
stripChart(log10(TcCB) ~ Area, data = EPA.94b.tccb.df,
p.value = TRUE,
xlab = "Area”, ylab = expression(paste(log[10], " [ TcCB (ppb) 1")))
mtext (expression(paste(log[10], "(TcCB) Concentrations by Area")),
line = 3, cex = 1.25, font = 2)

sum(EPA.94b. tcch.df$Censored)
#[1]1 1

with(EPA.94b.tccb.df, TcCB[Censored])
#0.09

# Summary statistics will treat the one censored value
# as assuming the detection limit.

summaryFull(TcCB ~ Area, data = EPA.94b.tccb.df)

# Cleanup Reference
#N 77 47
#Mean .915 .5985

3 [}
#Median 0.43 0.54
#10% Trimmed Mean 0.6846 0.5728
#Geometric Mean 0.5784 0.5382
#Skew 7.717 0.9019
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#Kurtosis 62.
#Min Q.
#Max 168.
#Range 168.
#1st Quartile 0.
#3rd Quartile 1.
#Standard Deviation 20.
#Geometric Standard Deviation 3
#Interquartile Range [}
#Median Absolute Deviation Q.
#Coefficient of Variation 5

67
09
6
5
23
1
02

.898
.87

355

112
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0.132
0.22
1.33
1.1
0.39
0.75
0.2836
1.597
0.36
0.2669
0.4739

8

summaryStats(TcCB ~ Area, data = EPA.94b.tccb.df, digits = 1)

#
#
#

N Mean SD Median Min

Max

Cleanup 77 3.9 20.0 0.4 0.1 168.6

Reference 47 0.6 0.3 0.5 0.2

1.3

# Compute Shapiro-Wilk Goodness-of-Fit statistic for the
# Reference Area TcCB data assuming a lognormal distribution

# ___________________________________________________________
sw.list <- gofTest(TcCB ~ 1, data = EPA.94b.tcch.df,
subset = Area == "Reference"”, dist = "lnorm")
sw.list
# Results of Goodness-of-Fit Test

++

HoHF B HF OHF H HF OF B HF OF H HF OHF OH H OF H H OF H H ¥ B H H

Test Method:
Hypothesized Distribution:

Estimated Parameter(s):

Estimation Method:

Data:

Subset With:

Data Source:

Sample Size:

Test Statistic:

Test Statistic Parameter:
P-value:

Alternative Hypothesis:

Sh

Lo

me
sd

mv

Tc

Ar

EP.

47

W

Tr
Lo

apiro-Wilk GOF

gnormal

anlog = -0.6195712
log 0.4679530

ue

CB

ea == "Reference”

A.94b.tccb.df

0.978638

= 47

.5371935

ue cdf does not equal the
gnormal Distribution.
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# Plot results of GOF test
dev.new()
plot(sw.list)

13

# Based on the Reference Area data, estimate 90th percentile
# and compute a 95% confidence limit for the 90th percentile
# assuming a lognormal distribution.

with(EPA.94b. tccb.df,

eqlnorm(TcCB[Area == "Reference”], p = 0.9, ci = TRUE))

+ %

Assumed Distribution:

Estimated Parameter(s):

Estimation Method:

Estimated Quantile(s):

Data:
Sample Size:

Confidence Interval for:

Confidence Interval Type:

Confidence Level:

HoH H F ¥ H HF ¥ H F ¥ HHF ¥ HHF ¥ HHEHHEH R

Confidence Interval:

# Cleanup
rm(TcCB.ref, sw.list)

Quantile Estimation Method:

Confidence Interval Method:

Results of Distribution Parameter Estimation

Lognormal

meanlog = -0.6195712
sdlog = 0.4679530
mvue

90'th %ile = 0.9803307
gmle

TcCB[Area == "Reference”]
47

90'th %ile

Exact

two-sided

95%

LCL
ucCL

0.8358791
1.2154977

anovaPE

Compute Lack-of-Fit and Pure Error Anova Table for a Linear Model

Description

Compute a lack-of-fit and pure error anova table for either a linear model with one predictor variable
or else a linear model for which all predictor variables in the model are functions of a single variable
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(for example, x, x*2, etc.). There must be replicate observations for at least one value of the
predictor variable(s).

Usage
anovaPE (object)
Arguments
object an object of class "1m". The object must have only one predictor variable in

the formula, or else all predictor variables in the model must be functions of a
single variable (for example, X, x2, etc.). Also, the predictor variable(s) must
have replicate observations for at least one value of the predictor variable(s).
Finally, the total number of observations must be such that the degrees of free-
dom associated with the residual sums of squares is greater than the number of
observations minus the number of unique observations.

Details

Produces an anova table with the the sums of squares partitioned by “Lack of Fit” and “Pure Er-
ror”. See Draper and Smith (1998, pp.47-53) for details. This function is called by the function
calibrate.

Value

An object of class "anova" inheriting from class "data.frame".

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Draper, N., and H. Smith. (1998). Applied Regression Analysis. Third Edition. John Wiley and
Sons, New York, pp.47-53.

Millard, S.P., and Neerchal, N.K. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, Florida.

See Also

anova.lm, Im, calibrate.

Examples

# The data frame EPA.97.cadmium.111.df contains calibration data for

# cadmium at mass 111 (ng/L) that appeared in Gibbons et al. (1997b)

# and were provided to them by the U.S. EPA.

#

# First, display a plot of these data along with the fitted calibration line
# and 99% non-simultaneous prediction limits. See

# Millard and Neerchal (2001, pp.566-569) for more details on this

# example.

EPA.97.cadmium.111.df
#  Cadmium Spike
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#1 0.88 0
#2 1.57 0
#3 0.70 0
#

#33 99.20 100

#34 93.71 100

#35 100.43 100

Cadmium <- EPA.97.cadmium.111.df$Cadmium
Spike <- EPA.97.cadmium.111.df$Spike

calibrate.list <- calibrate(Cadmium ~ Spike,
data = EPA.97.cadmium.111.df)

newdata <- data.frame(Spike = seq(min(Spike), max(Spike), length.out = 100))
pred.list <- predict(calibrate.list, newdata = newdata, se.fit = TRUE)
pointwise.list <- pointwise(pred.list, coverage = .99, individual = TRUE)
plot(Spike, Cadmium, ylim = c(min(pointwise.list$lower),

max (pointwise.list$upper)), xlab = "True Concentration (ng/L)",

ylab = "Observed Concentration (ng/L)")
abline(calibrate.list, lwd = 2)
lines(newdata$Spike, pointwise.list$lower, lty = 8, 1lwd = 2)
lines(newdata$Spike, pointwise.list$upper, lty = 8, lwd = 2)

title(paste(”Calibration Line and 99% Prediction Limits”,
"for US EPA Cadmium 111 Data”, sep="\n"))

rm(Cadmium, Spike, newdata, calibrate.list, pred.list,
pointwise.list)

# Now fit the linear model and produce the anova table to check for
# lack of fit. There is no evidence for lack of fit (p = 0.41).

fit <- Im(Cadmium ~ Spike, data = EPA.97.cadmium.111.df)

anova(fit)

#Analysis of Variance Table

#

#Response: Cadmium

# Df Sum Sg Mean Sg F value Pr(>F)
#Spike 1 43220 43220 9356.9 < 2.2e-16 **x
#Residuals 33 152 5

#___

#Signif. codes: @ 'x*x' 0.001 '*x' .01 'x' ©.05 '.' 0.1 ' ' 1
#Analysis of Variance Table

#

#Response: Cadmium

15
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#
#Terms added sequentially (first to last)
# Df Sum of Sq Mean Sq F Value Pr(F)
# Spike 1 43220.27 43220.27 9356.879 (]
#Residuals 33 152.43 4.62
anovaPE(fit)
# Df Sum Sq Mean Sq F value Pr(>F)
#Spike 1 43220 43220 9341.559 <2e-16 **x*
#lack of Fit 3 14 5 0.982 0.4144
#Pure Error 30 139 5
#___
#Signif. codes: @ 'x*x' 0.001 'xx' 9.01 'x' ©.05 '.' 0.1 ' ' 1
rm(fit)

aovN Compute Sample Size Necessary to Achieve Specified Power for One-
Way Fixed-Effects Analysis of Variance
Description

Compute the sample sizes necessary to achieve a specified power for a one-way fixed-effects anal-
ysis of variance test, given the population means, population standard deviation, and significance
level.

Usage

aovN(mu.vec, sigma = 1, alpha = 0.05, power = 0.95,
round.up = TRUE, n.max = 5000, tol = 1e-07, maxiter = 1000)

Arguments

mu.vec required numeric vector of population means. The length of mu. vec must be at
least 2. Missing (NA), undefined (NaN), and infinite (Inf, -Inf) values are not
allowed.

sigma optional numeric scalar specifying the population standard deviation (o) for
each group. The default value is sigma=1.

alpha optional numeric scalar between 0 and 1 indicating the Type I error level asso-
ciated with the hypothesis test. The default value is alpha=0. @5.

power optional numeric scalar between 0 and 1 indicating the power associated with
the hypothesis test. The default value is power=0.95.

round.up optional logical scalar indicating whether to round up the value of the computed
sample size to the next smallest integer. The default value is round. up=TRUE.

n.max positive integer greater then 1 indicating the maximum sample size per group.
The default value is n.max=5000.

tol optional numeric scalar indicating the tolerance to use in the uniroot search
algorithm. The default value is tol=Te-7.

maxiter optional positive integer indicating the maximum number of iterations to use in

the uniroot search algorithm. The default value is maxiter=1000.
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Details

The F-statistic to test the equality of k£ population means assuming each population has a normal
distribution with the same standard deviation o is presented in most basic statistics texts, including
Zar (2010, Chapter 10), Berthouex and Brown (2002, Chapter 24), and Helsel and Hirsh (1992,
pp-164-169). The formula for the power of this test is given in Scheffe (1959, pp.38-39,62-65). The
power of the one-way fixed-effects ANOVA depends on the sample sizes for each of the k groups,
the value of the population means for each of the £ groups, the population standard deviation o, and
the significance level . See the help file for aovPower.

The function aovN assumes equal sample sizes for each of the k groups and uses a search algorithm
to determine the sample size n required to attain a specified power, given the values of the population
means and the significance level.

Value

numeric scalar indicating the required sample size for each group. (The number of groups is equal
to the length of the argument mu. vec.)

Note

The normal and lognormal distribution are probably the two most frequently used distributions
to model environmental data. Sometimes it is necessary to compare several means to determine
whether any are significantly different from each other (e.g., USEPA, 2009, p.6-38). In this case,
assuming normally distributed data, you perform a one-way parametric analysis of variance.

In the course of designing a sampling program, an environmental scientist may wish to determine
the relationship between sample size, Type I error level, power, and differences in means if one
of the objectives of the sampling program is to determine whether a particular mean differs from
a group of means. The functions aovPower, aovN, and plotAovDesign can be used to investigate
these relationships for the case of normally-distributed observations.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Berthouex, P.M., and L.C. Brown. (2002). Statistics for Environmental Engineers. Second Edition.
Lewis Publishers, Boca Raton, FL.

Helsel, D.R., and R.M. Hirsch. (1992). Statistical Methods in Water Resources Research. Elsevier,
New York, NY, Chapter 7.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1995). Continuous Univariate Distributions, Volume
2. Second Edition. John Wiley and Sons, New York, Chapters 27, 29, 30.

Millard, S.P., and Neerchal, N.K. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, Florida.

Scheffe, H. (1959). The Analysis of Variance. John Wiley and Sons, New York, 477pp.

USEPA. (2009). Statistical Analysis of Groundwater Monitoring Data at RCRA Facilities, Uni-
fied Guidance. EPA 530/R-09-007, March 2009. Office of Resource Conservation and Recovery
Program Implementation and Information Division. U.S. Environmental Protection Agency, Wash-
ington, D.C. p.6-38.

Zar, J.H. (2010). Biostatistical Analysis. Fifth Edition. Prentice-Hall, Upper Saddle River, NJ,
Chapter 10.
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See Also

aovPower, plotAovDesign, Normal, aov.

Examples

# Look at how the required sample size for a one-way ANOVA

# increases with increasing power:

aovN(mu.vec = c(10, 12, 15), sigma
#[11 21

aovN(mu.vec = c(10, 12, 15), sigma =
#[1]1 27

aovN(mu.vec = c(10, 12, 15), sigma =
#[1] 33

57

57

57

power

power

power

0.8)

0.9)

# Look at how the required sample size for a one-way ANOVA,
# given a fixed power, decreases with increasing variability

# in the population means:

aovN(mu.vec = c(10, 10, 11), sigma=5)
#[1] 581

aovN(mu.vec
#[1] 25

c(19, 10, 15), sigma

aovN(mu.vec = c(10, 13, 15), sigma
#[1] 33

aovN(mu.vec = c(10, 15, 20), sigma =
#[1] 10

5)

5)

5)

# Look at how the required sample size for a one-way ANOVA,
# given a fixed power, decreases with increasing values of

# Type I error:

aovN(mu.vec = c(10, 12, 14), sigma =
#[1]1 89

aovN(mu.vec
#[1] 67

c(19, 12, 14), sigma =

aovN(mu.vec = c(10, 12, 14), sigma =
#[1] 50

aovN(mu.vec = c(10, 12, 14), sigma =
#[1] 42

57

alpha

alpha

alpha

alpha

0.001)

0.01)

0.05)

0.1)

aovN
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aovPower Compute the Power of a One-Way Fixed-Effects Analysis of Variance

Description
Compute the power of a one-way fixed-effects analysis of variance, given the sample sizes, popula-
tion means, population standard deviation, and significance level.

Usage

aovPower(n.vec, mu.vec = rep(@, length(n.vec)), sigma = 1, alpha = 0.05)

Arguments
n.vec numeric vector of sample sizes for each group. The ‘" element of n.vec de-
notes the sample size for group . The length of n. vec must be at least 2, and all
elements of n.vec must be greater than or equal to 2. Missing (NA), undefined
(NaN), and infinite (Inf, -Inf) values are not allowed.
mu.vec numeric vector of population means. The length of mu.vec must be the same
as the length of n.vec. The default value is a vector of zeros. Missing (NA),
undefined (NaN), and infinite (Inf, -Inf) values are not allowed.
sigma numeric scalar specifying the population standard deviation (o) for each group.
The default value is sigma=1.
alpha numeric scalar between 0 and 1 indicating the Type I error level associated with
the hypothesis test. The default value is alpha=0.@5.
Details

Consider £ normally distributed populations with common standard deviation o. Let p; denote
the mean of the ¢’th group (z = 1,2,...,k), and let x; = z;1, %52, ..., Tin, denote a vector of n;
observations from the 7’th group. The statistical method of analysis of variance (ANOVA) tests the
null hypothesis:

Ho:tpn=pp=--=pm (1)
against the alternative hypothesis that at least one of the means is different from the rest by using
the F-statistic given by:

po_Zoam@ o2)VE-D
D ic Zjlzl(xij —2:.)*]/(N — k)

where

R RS
Ti. = dowy (3
)

K5l

I 3 T
i=1

i=1 j=1

k
N=>"n; (5
=1
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Under the null hypothesis (1), the F-statistic in (2) follows an F-distribution with k — 1 and N — k
degrees of freedom. Analysis of variance rejects the null hypothesis (1) at significance level o when

F > Fk—l,N—k(l — Oé) (6)

where F,,, ,,(p) denotes the p’th quantile of the F-distribution with 74 and v, degrees of freedom
(Zar, 2010, Chapter 10; Berthouex and Brown, 2002, Chapter 24; Helsel and Hirsh, 1992, pp.
164-169).

The power of this test, denoted by 1 — 3, where 5 denotes the probability of a Type II error, is given
by:

1-B8=PrlFy-in—ia>Frin-k(l—0a)] (7)

where

A= Zimnla )

o2

i, =

k
Z Hi 9)

and F,, ., A denotes a non-central F random variable with v; and v, degrees of freedom and non-
centrality parameter A. Equation (7) can be re-written as:

x| =

].—B:1—H[Fk,1$]\],k(1—a),k—].7N—]€7A} (10)

where H (z,v1,v9,A) denotes the cumulative distribution function of this random variable evalu-
ated at x (Scheffe, 1959, pp.38-39, 62-65).

The power of the one-way fixed-effects ANOVA depends on the sample sizes for each of the k
groups, the value of the population means for each of the k& groups, the population standard deviation
o, and the significance level a.

Value

a numeric scalar indicating the power of the one-way fixed-effects ANOVA for the given sample
sizes, population means, population standard deviation, and significance level.

Note

The normal and lognormal distribution are probably the two most frequently used distributions
to model environmental data. Sometimes it is necessary to compare several means to determine
whether any are significantly different from each other (e.g., USEPA, 2009, p.6-38). In this case,
assuming normally distributed data, you perform a one-way parametric analysis of variance.

In the course of designing a sampling program, an environmental scientist may wish to determine
the relationship between sample size, Type I error level, power, and differences in means if one
of the objectives of the sampling program is to determine whether a particular mean differs from
a group of means. The functions aovPower, aovN, and plotAovDesign can be used to investigate
these relationships for the case of normally-distributed observations.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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References

Berthouex, P.M., and L.C. Brown. (2002). Statistics for Environmental Engineers. Second Edition.
Lewis Publishers, Boca Raton, FL.

Helsel, D.R., and R.M. Hirsch. (1992). Statistical Methods in Water Resources Research. Elsevier,
New York, NY, Chapter 7.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1995). Continuous Univariate Distributions, Volume
2. Second Edition. John Wiley and Sons, New York, Chapters 27, 29, 30.

Millard, S.P., and Neerchal, N.K. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, Florida.

Scheffe, H. (1959). The Analysis of Variance. John Wiley and Sons, New York, 477pp.

USEPA. (2009). Statistical Analysis of Groundwater Monitoring Data at RCRA Facilities, Uni-
fied Guidance. EPA 530/R-09-007, March 2009. Office of Resource Conservation and Recovery
Program Implementation and Information Division. U.S. Environmental Protection Agency, Wash-
ington, D.C. p.6-38.

Zar, J.H. (2010). Biostatistical Analysis. Fifth Edition. Prentice-Hall, Upper Saddle River, NJ,
Chapter 10.
See Also

aovN, plotAovDesign, Normal, aov.

Examples

# Look at how the power of a one-way ANOVA increases
# with increasing sample size:

aovPower(n.vec = rep(5, 3), mu.vec = c(10, 15, 20), sigma = 5)
#[1] 0.7015083

aovPower(n.vec
#[1] 0.9732551

rep(10, 3), mu.vec = c(10, 15, 20), sigma = 5)

# Look at how the power of a one-way ANOVA increases
# with increasing variability in the population means:

aovPower(n.vec = rep(5,3), mu.vec = c(10, 10, 11), sigma=5)
#[1] 0.05795739

aovPower(n.vec = rep(5, 3), mu.vec = c(10, 10, 15), sigma = 5)
#[1] 0.2831863

aovPower(n.vec = rep(5, 3), mu.vec = c(10, 13, 15), sigma = 5)
#[1] 0.2236093

aovPower(n.vec = rep(5, 3), mu.vec = c(10, 15, 20), sigma = 5)
#[1] 0.7015083

# Look at how the power of a one-way ANOVA increases
# with increasing values of Type I error:
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aovPower(n.vec = rep(10,3), mu.vec = c(10, 12, 14),
sigma = 5, alpha = 0.001)
#[1] 0.02655785

aovPower(n.vec = rep(10,3), mu.vec = c(10, 12, 14),
sigma = 5, alpha = 0.01)
#[1] 0.1223527

aovPower(n.vec = rep(10,3), mu.vec = c(10, 12, 14),
sigma = 5, alpha = 0.05)
#[1] 0.3085313

aovPower(n.vec = rep(10,3), mu.vec
sigma = 5, alpha = 0.1)
#[1] 0.4373292

c(1o, 12, 14),

The example on pages 5-11 to 5-14 of USEPA (1989b) shows
log-transformed concentrations of lead (mg/L) at two
background wells and four compliance wells, where observations
were taken once per month over four months (the data are
stored in EPA.89b.loglead.df.) Assume the true mean levels

at each well are 3.9, 3.9, 4.5, 4.5, 4.5, and 5, respectively.
Compute the power of a one-way ANOVA to test for mean
differences between wells. Use alpha=0.05, and assume the
true standard deviation is equal to the one estimated from

the data in this example.

T O T ST T T S TS

# First look at the data
names (EPA.89b.loglead.df)
#[1] "LoglLead" "Month" "Well” "Well.type"

dev.new()

stripChart(LoglLead ~ Well, data = EPA.89b.loglead.df,
show.ci = FALSE, xlab = "Well Number”,
ylab="Log [ Lead (ug/L) 1",
main="Lead Concentrations at Six Wells")

# Note: The assumption of a constant variance across
# all wells is suspect.
# Now perform the ANOVA and get the estimated sd

aov.list <- aov(LogLead ~ Well, data=EPA.89b.loglead.df)

summary (aov.list)

# Df Sum Sq Mean Sq F value Pr(>F)

#Well 5 5.7447 1.14895 3.3469 0.02599 *

#Residuals 18 6.1791 0.34328

#___

#Signif. codes: 0@ '**x' 0.001 '*x' .01 'x' .05 '.' 0.1 '' 1

# Now call the function aovPower
aovPower(n.vec = rep(4, 6),
mu.vec = ¢(3.9,3.9,4.5,4.5,4.5,5), sigma=sqrt(0.34))

aovPower
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#[1] 0.5523148

# Clean up
rm(aov.list)

base Base b Representation of a Number

Description
For any number represented in base 10, compute the representation in any user-specified base.
Usage

base(n, base = 10, num.digits = max(@, floor(log(n, base))) + 1)

Arguments
n a non-negative integer (base 10).
base a positive integer greater than 1 indicating what base to represent n in.
num.digits a positive integer indicating how many digits to use to represent n in base base.
By default, num.digits is equal to just the number of required digits (i.e.,
max(@, floor(log(n, base))) + 1). Setting num.digits to a larger number
than this will result in 0’s padding the left.
Details

If b is a positive integer greater than 1, and n is a positive integer, then n can be expressed uniquely
in the form

n=apb® + ar_1b" "+ ...+ a;b+ a0

where k£ is a non-negative integer, the coefficients ag, a1, . . . , ax are non-negative integers less than
b, and a; > 0 (Rosen, 1988, p.105). The function base computes the coefficients ag, ay, . . ., ak.
Value

A numeric vector of length num.digits showing the representation of n in base base.

Note

The function base is included in EnvStats because it is called by the function
oneSamplePermutationTest.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Rosen, K.H. (1988). Discrete Mathematics and Its Applications. Random House, New York,
pp-105-107.
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See Also

oneSamplePermutationTest.

Examples

# Compute the value of 7 in base 2.

base(7, 2)
#1111 1

base(7, 2, num.digits=5)
#1J o0 111

Benthic.df Benthic Data from Monitoring Program in Chesapeake Bay

Description

Benthic data from a monitoring program in the Chesapeake Bay, Maryland, covering July 1994 -
December 1991.

Usage

Benthic.df

Format

A data frame with 585 observations on the following 7 variables.

Site.ID Site ID

Stratum Stratum Number (101-131)

Latitude Latitude (degrees North)

Longitude Longitude (negative values; degrees West)
Index Benthic Index (between 1 and 5)

Salinity Salinity (ppt)

Silt Silt Content (% clay in soil)

Details

Data from the Long Term Benthic Monitoring Program of the Chesapeake Bay. The data consist of
measurements of benthic characteristics and a computed index of benthic health for several locations
in the bay. Sampling methods and designs of the program are discussed in Ranasinghe et al. (1992).

The data represent observations collected at 585 separate point locations (sites). The sites are di-
vided into 31 different strata, numbered 101 through 131, each strata consisting of geographically
close sites of similar degradation conditions. The benthic index values range from 1 to 5 on a con-
tinuous scale, where high values correspond to healthier benthos. Salinity was measured in parts per
thousand (ppt), and silt content is expressed as a percentage of clay in the soil with high numbers
corresponding to muddy areas.
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The United States Environmental Protection Agency (USEPA) established an initiative for the
Chesapeake Bay in partnership with the states bordering the bay in 1984. The goal of the initia-
tive is the restoration (abundance, health, and diversity) of living resources to the bay by reducing
nutrient loadings, reducing toxic chemical impacts, and enhancing habitats. USEPA’s Chesapeake
Bay Program Office is responsible for implementing this initiative and has established an extensive
monitoring program that includes traditional water chemistry sampling, as well as collecting data
on living resources to measure progress towards meeting the restoration goals.

Sampling benthic invertebrate assemblages has been an integral part of the Chesapeake Bay mon-
itoring program due to their ecological importance and their value as biological indicators. The
condition of benthic assemblages is a measure of the ecological health of the bay, including the
effects of multiple types of environmental stresses. Nevertheless, regional-scale assessment of eco-
logical status and trends using benthic assemblages are limited by the fact that benthic assemblages
are strongly influenced by naturally variable habitat elements, such as salinity, sediment type, and
depth. Also, different state agencies and USEPA programs use different sampling methodolo-
gies, limiting the ability to integrate data into a unified assessment. To circumvent these limi-
tations, USEPA has standardized benthic data from several different monitoring programs into a
single database, and from that database developed a Restoration Goals Benthic Index that identifies
whether benthic restoration goals are being met.

Source

Ranasinghe, J.A., L.C. Scott, and R. Newport. (1992). Long-term Benthic Monitoring and Assess-
ment Program for the Maryland Portion of the Bay, Jul 1984-Dec 1991. Report prepared for the
Maryland Department of the Environment and the Maryland Department of Natural Resources by
Versar, Inc., Columbia, MD.

Examples

attach(Benthic.df)

# Show station locations

# _______________________

dev.new()

plot(Longitude, Latitude,
xlab = "-Longitude (Degrees West)",
ylab = "Latitude"”,
main = "Sampling Station Locations")

# Scatterplot matrix of benthic index, salinity, and silt

dev.new()
pairs(~ Index + Salinity + Silt, data = Benthic.df)

# Contour and perspective plots based on loess fit
# showing only predicted values within the convex hull
# of station locations

library(sp)

loess.fit <- loess(Index ~ Longitude * Latitude,
data=Benthic.df, normalize=FALSE, span=0.25)

lat <- Benthic.df$Latitude

lon <- Benthic.df$Longitude
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Latitude <- seq(min(lat), max(lat), length=50)
Longitude <- seq(min(lon), max(lon), length=50)
predict.list <- list(Longitude=Longitude,
Latitude=Latitude)
predict.grid <- expand.grid(predict.list)
predict.fit <- predict(loess.fit, predict.grid)
index.chull <- chull(lon, lat)
inside <- point.in.polygon(point.x = predict.grid$Longitude,
point.y = predict.grid$Latitude,
pol.x = lon[index.chull],
pol.y = lat[index.chulll)
predict.fit[inside == @] <- NA

dev.new()

contour(Longitude, Latitude, predict.fit,
levels=seq(1, 5, by=0.5), labcex=0.75,
xlab="-Longitude (degrees West)",
ylab="Latitude (degrees North)")

title(main=paste("Contour Plot of Benthic Index",
"Based on Loess Smooth”, sep="\n"))

dev.new()
persp(Longitude, Latitude, predict.fit,
xlim = ¢(-77.3, -75.9), ylim = c(38.1, 39.5), zlim = c(@, 6),
theta = -45, phi = 30, d = 0.5,
xlab="-Longitude (degrees West)",
ylab="Latitude (degrees North)",
zlab="Benthic Index”, ticktype = "detailed")
title(main=paste("”Surface Plot of Benthic Index",
"Based on Loess Smooth”, sep="\n"))

detach("Benthic.df")

rm(loess.fit, lat, lon, Latitude, Longitude, predict.list,
predict.grid, predict.fit, index.chull, inside)

boxcox Boxcox Power Transformation

Description

boxcox is a generic function used to compute the value(s) of an objective for one or more Box-Cox
power transformations, or to compute an optimal power transformation based on a specified objec-
tive. The function invokes particular methods which depend on the class of the first argument.

Currently, there is a default method and a method for objects of class "1m".

Usage

boxcox(x, ...)

## Default S3 method:
boxcox(x,
lambda = {if (optimize) c(-2, 2) else seq(-2, 2, by = 0.5)},
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optimize = FALSE, objective.name = "PPCC",
eps = .Machine$double.eps, include.x = TRUE, ...)

## S3 method for class 'lm'

boxcox(x,
lambda = {if (optimize) c(-2, 2) else seq(-2, 2, by = 0.5)},
optimize = FALSE, objective.name = "PPCC",
eps = .Machine$double.eps, include.x = TRUE, ...)

Arguments

X an object of class "1m" for which the response variable is all positive numbers,
or else a numeric vector of positive numbers. When x is an object of class "1m",
the object must have been created with a call to the function 1m that includes the
data argument. When x is a numeric vector of positive observations, missing
(NA), undefined (NaN), and infinite (-Inf, Inf) values are allowed but will be
removed.

lambda numeric vector of finite values indicating what powers to use for the Box-Cox
transformation. When optimize=FALSE, the default value is
lambda=seq(-2, 2, by=0.5). When optimize=TRUE, lambda must be a vec-
tor with two values indicating the range over which the optimization will occur
and the range of these two values must include 1. In this case, the default value
is lambda=c(-2, 2).

optimize logical scalar indicating whether to simply evalute the objective function at the
given values of 1ambda (optimize=FALSE; the default), or to compute the opti-
mal power transformation within the bounds specified by 1ambda (optimize=TRUE).

objective.name character string indicating what objective to use. The possible values are "PPCC"
(probability plot correlation coefficient; the default), "Shapiro-Wilk" (the Shapiro-
Wilk goodness-of-fit statistic), and "Log-Likelihood" (the log-likelihood func-
tion).

eps finite, positive numeric scalar. When the absolute value of 1ambda is less than
eps, lambda is assumed to be 0 for the Box-Cox transformation. The default
value is eps=.Machine$double.eps.

include.x logical scalar indicating whether to include the finite, non-missing values of the
argument x with the returned object. The default value is include.x=TRUE.

optional arguments for possible future methods. Currently not used.

Details

Two common assumptions for several standard parametric hypothesis tests are:

1. The observations all come from a normal distribution.

2. The observations all come from distributions with the same variance.

For example, the standard one-sample t-test assumes all the observations come from the same nor-
mal distribution, and the standard two-sample t-test assumes that all the observations come from a
normal distribution with the same variance, although the mean may differ between the two groups.

When the original data do not satisfy the above assumptions, data transformations are often used to
attempt to satisfy these assumptions. The rest of this section is divided into two parts: one that dis-
cusses Box-Cox transformations in the context of the original observations, and one that discusses
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Box-Cox transformations in the context of linear models.

Box-Cox Transformations Based on the Original Observations

Box and Cox (1964) presented a formalized method for deciding on a data transformation. Given a
random variable X from some distribution with only positive values, the Box-Cox family of power
transformations is defined as:

y = X1 \x0

log(X) Xx=0 (1)

where Y is assumed to come from a normal distribution. This transformation is continuous in .
Note that this transformation also preserves ordering. See the help file for boxcoxTransform for
more information on data transformations.

Let x = z1,%9,...,2, denote a random sample of n observations from some distribution and
assume that there exists some value of \ such that the transformed observations

1
Yi = 5 A#0

log(z:) A=0 (2)

(#=1,2,...,n) form a random sample from a normal distribution.

Box and Cox (1964) proposed choosing the appropriate value of A based on maximizing the likeli-
hood function. Alternatively, an appropriate value of A can be chosen based on another objective,
such as maximizing the probability plot correlation coefficient or the Shapiro-Wilk goodness-of-fit
statistic.

In the case when optimize=TRUE, the function boxcox calls the R function nlminb to minimize the
negative value of the objective (i.e., maximize the objective) over the range of possible values of A
specified in the argument 1ambda. The starting value for the optimization is always A = 1 (i.e., no
transformation).

The rest of this sub-section explains how the objective is computed for the various options for
objective.name.

Objective Based on Probability Plot Correlation Coefficient (objective.name="PPCC")

When objective.name="PPCC", the objective is computed as the value of the normal probability
plot correlation coefficient based on the transformed data (see the description of the Probability
Plot Correlation Coefficient (PPCC) goodness-of-fit test in the help file for gofTest). That is, the
objective is the correlation coefficient for the normal quantile-quantile plot for the transformed data.
Large values of the PPCC tend to indicate a good fit to a normal distribution.

Objective Based on Shapiro-Wilk Goodness-of-Fit Statistic (objective.name="Shapiro-Wilk")
When objective.name="Shapiro-Wilk", the objective is computed as the value of the Shapiro-
Wilk goodness-of-fit statistic based on the transformed data (see the description of the Shapiro-Wilk
test in the help file for gofTest). Large values of the Shapiro-Wilk statistic tend to indicate a good
fit to a normal distribution.

Objective Based on Log-Likelihood Function (objective.name="Log-Likelihood")
When objective.name="Log-Likelihood", the objective is computed as the value of the log-
likelihood function. Assuming the transformed observations in Equation (2) above come from
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a normal distribution with mean p and standard deviation o, we can use the change of variable
formula to write the log-likelihood function as:

gl (3 0)) = 5 Hog(2m) — Flog(o®) = 5 D2 + =) D lonte) (3

where y; is defined in Equation (2) above (Box and Cox, 1964). For a fixed value of A, the log-
likelihood function is maximized by replacing x and o with their maximum likelihood estimators:

1 n
= n ; Yi (4)

=

n

Y- ()

i=1

S|

o=

Thus, when optimize=TRUE, Equation (3) is maximized by iteratively solving for A using the val-
ues for p and o given in Equations (4) and (5). When optimize=FALSE, the value of the objective is
computed by using Equation (3), using the values of A specified in the argument 1ambda, and using
the values for p and o given in Equations (4) and (5).

Box-Cox Transformation for Linear Models
In the case of a standard linear regression model with n observations and p predictors:

Y;:ﬁo—‘rﬁlXil—F...—i-ﬁpXip—FGi,i:1,2,...,n (6)
the standard assumptions are:

1. The error terms ¢; come from a normal distribution with mean 0.

2. The variance is the same for all of the error terms and does not depend on the predictor
variables.

Assuming Y is arandom variable from some distribution that may depend on the predictor variables
and Y takes on only positive values, the Box-Cox family of power transformations is defined as:

y* = Y=l 3490

logY) Ax=0 (7)

where Y* becomes the new response variable and the errors are now assumed to come from a
normal distribution with a mean of 0 and a constant variance.

In this case, the objective is computed as described above, but it is based on the residuals from the
fitted linear model in which the response variable is now Y * instead of Y.

Value

When x is an object of class "1m", boxcox returns a list of class "boxcoxLm" containing the results.
See the help file for boxcoxLm. object for details.

When x is simply a numeric vector of positive numbers, boxcox returns a list of class "boxcox”
containing the results. See the help file for boxcox. object for details.
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Note

Data transformations are often used to induce normality, homoscedasticity, and/or linearity, com-
mon assumptions of parametric statistical tests and estimation procedures. Transformations are not
“tricks” used by the data analyst to hide what is going on, but rather useful tools for understand-
ing and dealing with data (Berthouex and Brown, 2002, p.61). Hoaglin (1988) discusses “hidden”
transformations that are used everyday, such as the pH scale for measuring acidity. Johnson and
Wichern (2007, p.192) note that "Transformations are nothing more than a reexpression of the data
in different units."

In the case of a linear model, there are at least two approaches to improving a model fit: trans-
form the Y and/or X variable(s), and/or use more predictor variables. Often in environmental data
analysis, we assume the observations come from a lognormal distribution and automatically take
logarithms of the data. For a simple linear regression (i.e., one predictor variable), if regression
diagnostic plots indicate that a straight line fit is not adequate, but that the variance of the errors ap-
pears to be fairly constant, you may only need to transform the predictor variable X or perhaps use
a quadratic or cubic model in X. On the other hand, if the diagnostic plots indicate that the constant
variance and/or normality assumptions are suspect, you probably need to consider transforming the
response variable Y. Data transformations for linear regression models are discussed in Draper and
Smith (1998, Chapter 13) and Helsel and Hirsch (1992, pp. 228-229).

One problem with data transformations is that translating results on the transformed scale back to
the original scale is not always straightforward. Estimating quantities such as means, variances,
and confidence limits in the transformed scale and then transforming them back to the original scale
usually leads to biased and inconsistent estimates (Gilbert, 1987, p.149; van Belle et al., 2004,
p.400). For example, exponentiating the confidence limits for a mean based on log-transformed
data does not yield a confidence interval for the mean on the original scale. Instead, this yields a
confidence interval for the median (see the help file for elnormAlt). It should be noted, however,
that quantiles (percentiles) and rank-based procedures are invariant to monotonic transformations
(Helsel and Hirsch, 1992, p.12).

Finally, there is no guarantee that a Box-Cox tranformation based on the “optimal” value of A will
provide an adequate transformation to allow the assumption of approximate normality and constant
variance. Any set of transformed data should be inspected relative to the assumptions you want to
make about it (Johnson and Wichern, 2007, p.194).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

boxcox.object, plot.boxcox, print.boxcox, boxcoxLm.object, plot.boxcoxLm, print.boxcoxLm,
boxcoxTransform, Data Transformations, Goodness-of-Fit Tests.

Examples

# Generate 30 observations from a lognormal distribution with

mean=10 and cv=2. Look at some values of various objectives

for various transformations. Note that for both the PPCC and

the Log-Likelihood objective, the optimal value of lambda is

about @, indicating that a log transformation is appropriate.

(Note: the call to set.seed simply allows you to reproduce this example.)

A

set.seed(250)
X <= rlnormAlt(30, mean = 10, cv = 2)

dev.new()
hist(x, col = "cyan")

# Using the PPCC objective:

boxcox (x)
#Results of Box-Cox Transformation

#0bjective Name: PPCC
#

#Data: X

#

#Sample Size: 30

#

# lambda PPCC

# -2.0 0.5423739

-1.5 0.6402782

#
# -1.0 0.7818160
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boxcox(x, optimize = TRUE)
#Results of Box-Cox Transformation

#0bjective Name:
#

#Data:

#

#Sample Size:

#

#Bounds for Optimization:

#

#

#0ptimal Value:

#

#Value of Objective:

PPCC

X

30

lower = -2
upper = 2

lambda = 0.04530789

PPCC = ©.9925919

# Using the Log-Likelihodd objective

boxcox(x, objective.name = "Log-Likelihood")

#Results of Box-Cox Transformation

# ____________________________

#

#0bjective Name: Log-Likelihood
#

#Data: X

#

#Sample Size: 30

#

# lambda Log-Likelihood

#  -2.0 -154.94255

# -1.5 -128.59988

#  -1.0 -106.23882

# -0.5 -90.84800

# 0.0 -85.10204

# 0.5 -88.69825

# 1.0 -99.42630

# 1.5 -115.23701

# 2.0 -134.54125

boxcox(x, objective.name = "Log-Likelihood", optimize
#Results of Box-Cox Transformation

# ____________________________

#

#0bjective Name: Log-Likelihood
#

#Data: X

#

boxcox
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#Sample Size: 30

#

#Bounds for Optimization: lower = -2

# upper = 2

#

#0ptimal Value: lambda = 0.0405156

#

#Value of Objective: Log-Likelihood = -85.07123
# __________

boxcox.list <- boxcox(x)
dev.new()
plot(boxcox.list)

#Look at QQ-Plots for the candidate values of lambda

plot(boxcox.list, plot.type = "Q-Q Plots”, same.window = FALSE)

The data frame Environmental.df contains daily measurements of

ozone concentration, wind speed, temperature, and solar radiation

in New York City for 153 consecutive days between May 1 and
September 30, 1973. In this example, we'll plot ozone vs.
temperature and look at the Q-Q plot of the residuals. Then

we'll look at possible Box-Cox transformations. The "optimal” one
based on the PPCC looks close to a log-transformation

(i.e., lambda=@). The power that produces the largest PPCC is

about 0.2, so a cube root (lambda=1/3) transformation might work too.

P T R

head(Environmental.df)

# ozone radiation temperature wind
#05/01/1973 41 190 67 7.4
#05/02/1973 36 118 72 8.0
#05/03/1973 12 149 74 12.6
#05/04/1973 18 313 62 11.5
#05/05/1973 NA NA 56 14.3
#05/06/1973 28 NA 66 14.9

tail(Environmental.df)

# ozone radiation temperature wind
#09/25/1973 14 20 63 16.6
#09/26/1973 30 193 70 6.9
#09/27/1973 NA 145 77 13.2
#09/28/1973 14 191 75 14.3
#09/29/1973 18 131 76 8.0
#09/30/1973 20 223 68 11.5

# Fit the model with the raw Ozone data
ozone.fit <- Im(ozone ~ temperature, data = Environmental.df)

# Plot Ozone vs. Temperature, with fitted line
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# _____________________________________________
dev.new()
with(Environmental.df,
plot(temperature, ozone, xlab = "Temperature (degrees F)",
ylab = "Ozone (ppb)"”, main = "Ozone vs. Temperature"))

abline(ozone.fit)
# Look at the Q-Q Plot for the residuals

dev.new()
qgPlot(ozone.fit$residuals, add.line = TRUE)

# Look at Box-Cox transformations of Ozone
boxcox.list <- boxcox(ozone.fit)

boxcox.list
#Results of Box-Cox Transformation

# _________________________________

#

#0bjective Name: PPCC
#

#Linear Model: ozone.fit
#

#Sample Size: 116
#

# lambda PPCC

# -2.0 0.4286781

# -1.5 0.4673544

# -1.0 0.5896132

# -0.5 0.8301458

# 0.0 0.9871519

# 0.5 0.9819825

# 1.0 0.9408694

# 1.5 0.8840770

# 2.0 0.8213675

# Plot PPCC vs. lambda based on Q-Q plots of residuals

dev.new()
plot(boxcox.list)

# Look at Q-Q plots of residuals for the various transformation

plot(boxcox.list, plot.type = "Q-Q Plots”, same.window = FALSE)

# Compute the "optimal” transformation

boxcox(ozone.fit, optimize = TRUE)
#Results of Box-Cox Transformation

#0bjective Name: PPCC

#

#Linear Model: ozone.fit
#

#Sample Size: 116

#

boxcox
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#Bounds for Optimization: lower = -2

#
#

#0ptimal Value:

#

1
N

upper

lambda = 0.2004305

#Value of Objective: PPCC = 0.9940222

rm(x, boxcox.list, ozone.fit)

graphics.off ()

boxcox.object

S3 Class "boxcox"

Description

Objects of S3 class "boxcox" are returned by the EnvStats function boxcox, which computes ob-
jective values for user-specified powers, or computes the optimal power for the specified objective.

Details

Objects of class "boxcox" are lists that contain information about the powers that were used, the ob-
jective that was used, the values of the objective for the given powers, and whether an optimization

was specified.

Value

Required Components
The following components must be included in a legitimate list of class "boxcox".

lambda

objective

objective.name

optimize

optimize.bounds

Numeric vector containing the powers used in the Box-Cox transformations. If
the value of the optimize component is FALSE, then 1ambda contains the values
of all of the powers at which the objective was evaluated. If the value of the
optimize component is TRUE, then lambda is a scalar containing the value of
the power that maximizes the objective.

Numeric vector containing the value(s) of the objective for the given value(s) of
A that are stored in the component 1ambda.

character string indicating the objective that was used. The possible values are
"PPCC" (probability plot correlation coefficient; the default), "Shapiro-Wilk"
(the Shapiro-Wilk goodness-of-fit statistic), and "Log-Likelihood” (the log-
likelihood function).

logical scalar indicating whether the objective was simply evaluted at the given
values of 1ambda (optimize=FALSE), or instead the optimal power transforma-
tion was computed within the bounds specified by lambda (optimize=TRUE).

Numeric vector of length 2 with a names attribute indicating the bounds within
which the optimization took place. When optimize=FALSE, this contains miss-
ing values.
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eps finite, positive numeric scalar indicating what value of eps was used. When the
absolute value of lambda is less than eps, lambda is assumed to be O for the
Box-Cox transformation.

sample.size Numeric scalar indicating the number of finite, non-missing observations.

data.name The name of the data object used for the Box-Cox computations.

bad.obs The number of missing (NA), undefined (NaN) and/or infinite (Inf, -Inf) values
that were removed from the data object prior to performing the Box-Cox com-
putations.

Optional Component

The following component may optionally be included in a legitimate list of class "boxcox”. It
must be included if you want to call the function plot.boxcox and specify Q-Q plots or Tukey
Mean-Difference Q-Q plots.

data Numeric vector containing the data actually used for the Box-Cox computations
(i.e., the original data without any missing or infinite values).

Methods

Generic functions that have methods for objects of class "boxcox” include:
link{plot}, print.

Note

Since objects of class "boxcox" are lists, you may extract their components with the $ and [[
operators.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

See Also

boxcox, plot.boxcox, print.boxcox, boxcoxLm.object.

Examples

# Create an object of class "boxcox”, then print it out.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
X <= rlnormAlt(30, mean = 10, cv = 2)

dev.new()
hist(x, col = "cyan")

boxcox.list <- boxcox(x)

data.class(boxcox.list)
#[1] "boxcox"

names(boxcox.list)
# [1] "lambda” "objective” "objective.name”
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non

# [4] "optimize"” "optimize.bounds"” "eps”
# [7] "data” "sample.size" "data.name”
#[10] "bad.obs"
boxcox.list
#Results of Box-Cox Transformation
# _________________________________
#
#0bjective Name: PPCC
#
#Data: X
#
#Sample Size: 30
#
# lambda PPCC
# -2.0 0.5423739
# -1.5 0.6402782
# -1.0 0.7818160
# -0.5 0.9272219
# 0.0 0.9921702
# 0.5 0.9581178
# 1.0 0.8749611
# 1.5 0.7827009
# 2.0 0.7004547
boxcox(x, optimize = TRUE)
#Results of Box-Cox Transformation
# _________________________________
#
#0bjective Name: PPCC
#
#Data: X
#
#Sample Size: 30
#
#Bounds for Optimization: lower = -2
# upper = 2
#
#0ptimal Value: lambda = 0.04530789
#
#Value of Objective: PPCC = ©.9925919
# __________
# Clean up
# _________
rm(x, boxcox.list)
boxcoxCensored Boxcox Power Transformation for Type I Censored Data

Description

Compute the value(s) of an objective for one or more Box-Cox power transformations, or to com-
pute an optimal power transformation based on a specified objective, based on Type I censored
data.
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Usage
boxcoxCensored(x, censored, censoring.side = "left"”,
lambda = {if (optimize) c(-2, 2) else seq(-2, 2, by = 0.5)3}, optimize = FALSE,
objective.name = "PPCC", eps = .Machine$double.eps,
include.x.and.censored = TRUE, prob.method = "michael-schucany”,
plot.pos.con = 0.375)
Arguments
X a numeric vector of positive numbers. Missing (NA), undefined (NaN), and infi-
nite (-Inf, Inf) values are allowed but will be removed.
censored numeric or logical vector indicating which values of x are censored. This must

be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left"” (the default) and "right”.

lambda numeric vector of finite values indicating what powers to use for the Box-Cox
transformation. When optimize=FALSE, the default value is lambda=seq(-2, 2, by=0.5).
When optimize=TRUE, lambda must be a vector with two values indicating the
range over which the optimization will occur and the range of these two values
must include 1. In this case, the default value is 1ambda=c(-2, 2).

optimize logical scalar indicating whether to simply evalute the objective function at the
given values of lambda (optimize=FALSE; the default), or to compute the opti-
mal power transformation within the bounds specified by lambda (optimize=TRUE).

objective.name character string indicating what objective to use. The possible values are "PPCC"
(probability plot correlation coefficient; the default), "Shapiro-Wilk" (the Shapiro-
Wilk goodness-of-fit statistic), and "Log-Likelihood" (the log-likelihood func-
tion).

eps finite, positive numeric scalar. When the absolute value of lambda is less than
eps, lambda is assumed to be 0 for the Box-Cox transformation. The default
value is eps=.Machine$double. eps.

include.x.and.censored
logical scalar indicating whether to include the finite, non-missing values of the
argument x and the corresponding values of censored with the returned object.
The default value is include.x.and.censored=TRUE.

prob.method for multiply censored data, character string indicating what method to use to
compute the plotting positions (empirical probabilities) when objective.name="PPCC".
Possible values are "kaplan-meier"” (product-limit method of Kaplan and Meier
(1958)), "modified kaplan-meier” (same as "kaplan-meier" with the max-
imum value included), "nelson” (hazard plotting method of Nelson (1972)),
"michael-schucany” (generalization of the product-limit method due to Michael
and Schucany (1986)), and "hirsch-stedinger” (generalization of the product-
limit method due to Hirsch and Stedinger (1987)). The default value is prob.method="michael-scht
The "nelson” method is only available for censoring.side="right", and the
"modified kaplan-meier” is only available for censoring.side="1left".
See the DETAILS section for more explanation.
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This argument is ignored if objective.name is not equal to "PPCC" and/or the
data are singly censored.

plot.pos.con  for multiply censored data, numeric scalar between 0 and 1 containing the value
of the plotting position constant when objective.name="PPCC". The default
value is plot.pos.con=0.375. See the DETAILS section for more information.
This argument is used only if prob.method is equal to "michael-schucany” or
"hirsch-stedinger”.
This argument is ignored if objective.name is not equal to "PPCC" and/or the
data are singly censored.

Details
Two common assumptions for several standard parametric hypothesis tests are:

1. The observations all come from a normal distribution.

2. The observations all come from distributions with the same variance.

For example, the standard one-sample t-test assumes all the observations come from the same nor-
mal distribution, and the standard two-sample t-test assumes that all the observations come from a
normal distribution with the same variance, although the mean may differ between the two groups.

When the original data do not satisfy the above assumptions, data transformations are often used
to attempt to satisfy these assumptions. Box and Cox (1964) presented a formalized method for
deciding on a data transformation. Given a random variable X from some distribution with only
positive values, the Box-Cox family of power transformations is defined as:

Y = X a#0

log(X) Ax=0 (1)

where Y is assumed to come from a normal distribution. This transformation is continuous in .
Note that this transformation also preserves ordering. See the help file for boxcoxTransform for
more information on data transformations.

Box and Cox (1964) proposed choosing the appropriate value of A based on maximizing the likeli-
hood function. Alternatively, an appropriate value of A can be chosen based on another objective,
such as maximizing the probability plot correlation coefficient or the Shapiro-Wilk goodness-of-fit
statistic.

Shumway et al. (1989) investigated extending the method of Box and Cox (1964) to the case of
Type I censored data, motivated by the desire to produce estimated means and confidence intervals
for air monitoring data that included censored values.

In the case when optimize=TRUE, the function boxcoxCensored calls the R function nlminb to
minimize the negative value of the objective (i.e., maximize the objective) over the range of possible
values of A specified in the argument lambda. The starting value for the optimization is always
A =1 (i.e., no transformation).

The next section explains assumptions and notation, and the section after that explains how the ob-
jective is computed for the various options for objective.name.

Assumptions and Notation
Let z denote a random sample of N observations from some continuous distribution. Assume n
(0 < n < N) of these observations are known and ¢ (¢ = N — n) of these observations are all



40

boxcoxCensored

censored below (left-censored) or all censored above (right-censored) at k fixed censoring levels
TlaTQa"'aTK;KZ]- (2)

For the case when K > 2, the data are said to be Type I multiply censored. For the case when
K =1, setT" = T;. If the data are left-censored and all n known observations are greater than
or equal to T, or if the data are right-censored and all n known observations are less than or equal
to 7', then the data are said to be Type I singly censored (Nelson, 1982, p.7), otherwise they are
considered to be Type I multiply censored.

Let c; denote the number of observations censored below or above censoring level T for j =

1,2,..., K, so that
K
ch:c (3)
i=1

Let z(1), T(2), - - - , T(v) denote the “ordered” observations, where now “observation” means either
the actual observation (for uncensored observations) or the censoring level (for censored observa-
tions). For right-censored data, if a censored observation has the same value as an uncensored one,
the uncensored observation should be placed first. For left-censored data, if a censored observation
has the same value as an uncensored one, the censored observation should be placed first.

Note that in this case the quantity ;) does not necessarily represent the ¢’th “largest” observation
from the (unknown) complete sample.

Finally, let 2 (omega) denote the set of n subscripts in the “ordered” sample that correspond to
uncensored observations, and let 2; denote the set of c; subscripts in the “ordered” sample that
correspond to the censored observations censored at censoring level T); for j = 1,2,... k.

We assume that there exists some value of A such that the transformed observations
A
Yi = o )\_1 A 7& 0
log(z;) A=0 (4)

(i=1,2,...,n) form a random sample of Type I censored data from a normal distribution.

Note that for the censored observations, Equation (4) becomes:

N T} -1
yo =17 = = A#0

where i € ();.

Computing the Objective

Objective Based on Probability Plot Correlation Coefficient (objective.name="PPCC")

When objective.name="PPCC", the objective is computed as the value of the normal probability
plot correlation coefficient based on the transformed data (see the description of the Probability Plot
Correlation Coefficient (PPCC) goodness-of-fit test in the help file for gofTestCensored). That is,
the objective is the correlation coefficient for the normal quantile-quantile plot for the transformed
data. Large values of the PPCC tend to indicate a good fit to a normal distribution.
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Objective Based on Shapiro-Wilk Goodness-of-Fit Statistic (objective.name="Shapiro-Wilk")
When objective.name="Shapiro-Wilk", the objective is computed as the value of the Shapiro-
Wilk goodness-of-fit statistic based on the transformed data (see the description of the Shapiro-Wilk
test in the help file for gofTestCensored). Large values of the Shapiro-Wilk statistic tend to indi-
cate a good fit to a normal distribution.

Objective Based on Log-Likelihood Function (objective.name="Log-Likelihood")

When objective.name="Log-Likelihood", the objective is computed as the value of the log-
likelihood function. Assuming the transformed observations in Equation (4) above come from
a normal distribution with mean p and standard deviation o, we can use the change of variable
formula to write the log-likelihood function as follows.

For Type I left censored data, the likelihood function is given by:

gl o] = tosl (") 3 esogl TS tog Tl D+ O-1) S legle] )

j=1 ieQ ieQ

where f and F' denote the probability density function (pdf) and cumulative distribution function
(cdf) of the population. That is,

f =o(=2y (@)

Fiy=a(—) ()

where ¢ and ® denote the pdf and cdf of the standard normal distribution, respectively (Shumway
et al., 1989). For left singly censored data, Equation (6) simplifies to:

log[L(\, p,0)] = log[(f)] + clog[F Z log{fly@)]} + (A =1) Z loglz@)]  (9)

i=c+1 i=c+1

Similarly, for Type I right censored data, the likelihood function is given by:

N
log[L(\, p,0)] = log[(qc2 - ckn) +Z c;log[1—F(T —1—2 log{ fly)]}+(A-1 Zlog ziy)  (10)

i€ 1€

and for right singly censored data this simplifies to:

log[L(\, p, o)) = log| <JZ)] +clog[1 — F(T*)] + Z log{fly)l} +(A—1) Z loglzy]  (11)

i=1 =1

For a fixed value of ), the log-likelihood function is maximized by replacing ¢ and o with their
maximum likelihood estimators (see the section Maximum Likelihood Estimation in the help file for
enormCensored).

Thus, when optimize=TRUE, Equation (6) or (10) is maximized by iteratively solving for A\ using
the MLEs for 1 and 0. When optimize=FALSE, the value of the objective is computed by using

Equation (6) or (10), using the values of \ specified in the argument 1ambda, and using the MLEs
of 1 and o.

Value

boxcoxCensored returns a list of class "boxcoxCensored” containing the results. See the help file
for boxcoxCensored.object for details.
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Note

Data transformations are often used to induce normality, homoscedasticity, and/or linearity, com-
mon assumptions of parametric statistical tests and estimation procedures. Transformations are not
“tricks” used by the data analyst to hide what is going on, but rather useful tools for understand-
ing and dealing with data (Berthouex and Brown, 2002, p.61). Hoaglin (1988) discusses “hidden”
transformations that are used everyday, such as the pH scale for measuring acidity. Johnson and
Wichern (2007, p.192) note that "Transformations are nothing more than a reexpression of the data
in different units."

Shumway et al. (1989) investigated extending the method of Box and Cox (1964) to the case of
Type I censored data, motivated by the desire to produce estimated means and confidence intervals
for air monitoring data that included censored values.

Stoline (1991) compared the goodness-of-fit of Box-Cox transformed data (based on using the “op-
timal” power transformation from a finite set of values between -1.5 and 1.5) with log-transformed
data for 17 groundwater chemistry variables. Using the Probability Plot Correlation Coefficient
statistic for censored data as a measure of goodness-of-fit (see gofTest), Stoline (1991) found that
only 6 of the variables were adequately modeled by a Box-Cox transformation (p >0.10 for these
6 variables). Of these variables, five were adequately modeled by a a log transformation. Ten of
variables were “marginally” fit by an optimal Box-Cox transformation, and of these 10 only 6 were
marginally fit by a log transformation. Based on these results, Stoline (1991) recommends checking
the assumption of lognormality before automatically assuming environmental data fit a lognormal
distribution.

One problem with data transformations is that translating results on the transformed scale back to
the original scale is not always straightforward. Estimating quantities such as means, variances, and
confidence limits in the transformed scale and then transforming them back to the original scale usu-
ally leads to biased and inconsistent estimates (Gilbert, 1987, p.149; van Belle et al., 2004, p.400).
For example, exponentiating the confidence limits for a mean based on log-transformed data does
not yield a confidence interval for the mean on the original scale. Instead, this yields a confidence
interval for the median (see the help file for elnormAltCensored). It should be noted, however,
that quantiles (percentiles) and rank-based procedures are invariant to monotonic transformations
(Helsel and Hirsch, 1992, p.12).

Finally, there is no guarantee that a Box-Cox tranformation based on the “optimal” value of A\ will
provide an adequate transformation to allow the assumption of approximate normality and constant
variance. Any set of transformed data should be inspected relative to the assumptions you want to
make about it (Johnson and Wichern, 2007, p.194).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

boxcoxCensored.object, plot.boxcoxCensored, print.boxcoxCensored, boxcox, Data Trans-
formations, Goodness-of-Fit Tests.

Examples

# Generate 15 observations from a lognormal distribution with

mean=10 and cv=2 and censor the observations less than 2.

Then generate 15 more observations from this distribution and

censor the observations less than 4.

Then Look at some values of various objectives for various transformations.
Note that for both the PPCC objective the optimal value is about -0.3,
whereas for the Log-Likelihood objective it is about ©.3.

(Note: the call to set.seed simply allows you to reproduce this example.)

ET O T T T TS

set.seed(250)

x.1 <= rlnormAlt(15, mean = 10, cv = 2)
censored.1 <- x.1 < 2
x.1[censored.1] <- 2

X.2 <= rlnormAlt(15, mean = 10, cv = 2)
censored.2 <- x.2 < 4
x.2[censored.2] <- 4

X <= c(x.1, x.2)
censored <- c(censored.1, censored.2)
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# Using the PPCC objective:

boxcoxCensored(x, censored)

#Results of Box-Cox Transformation
#Based on Type I Censored Data

# _________________________________

#

#0bjective Name: PPCC
#

#Data: X

#

#Censoring Variable: censored
#

#Censoring Side: left
#

#Censoring Level(s): 24
#

#Sample Size: 30

#

#Percent Censored: 26.7%
#

# lambda PPCC

# -2.0 0.8954683

# -1.5 0.9338467

# -1.0 0.9643680

# -0.5 0.9812969

# 0.0 0.9776834

# 0.5 0.9471025

# 1.0 0.8901990

# 1.5 0.8187488

# 2.0 0.7480494

boxcoxCensored(x, censored, optimize = TRUE)

#Results of Box-Cox Transformation
#Based on Type I Censored Data

# _________________________________

#

#0bjective Name: PPCC

#

#Data: X

#

#Censoring Variable: censored
#

#Censoring Side: left

#

#Censoring Level(s): 2 4

#

#Sample Size: 30

#

#Percent Censored: 26.7%

#

#Bounds for Optimization: lower = -2

1
N

# upper

boxcoxCensored
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#

#0ptimal Value: lambda = -0.3194799

#

#Value of Objective: PPCC = 0.9827546

# ___________________________________

# Using the Log-Likelihodd objective

# ___________________________________

boxcoxCensored(x, censored, objective.name = "Log-Likelihood")

#Results of Box-Cox Transformation
#Based on Type I Censored Data

# _________________________________

#

#0bjective Name: Log-Likelihood
#

#Data: X

#

#Censoring Variable: censored
#

#Censoring Side: left

#

#Censoring Level(s): 2 4

#

#Sample Size: 30

#

#Percent Censored: 26.7%

#

# lambda Log-Likelihood

# -2.0 -95.38785

#  -1.5 -84.76697

#  -1.0 -75.36204

# -0.5 -68.12058

# 0.0 -63.98902

# 0.5 -63.56701

# 1.0 -66.92599

# 1.5 -73.61638

# 2.0 -82.87970

boxcoxCensored(x, censored, objective.name = "Log-Likelihood”,

optimize = TRUE)

#Results of Box-Cox Transformation
#Based on Type I Censored Data

#0bjective Name: Log-Likelihood
#

#Data: X

#

#Censoring Variable: censored

#

#Censoring Side: left

#
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#Censoring Level(s): 24

#

#Sample Size: 30

#

#Percent Censored: 26.7%

#

#Bounds for Optimization: lower = -2

# upper = 2

#

#0ptimal Value: lambda = 0.3049744
#

#Value of Objective: Log-Likelihood = -63.2733
# __________

boxcox.list <- boxcoxCensored(x, censored)

dev.new()

plot(boxcox.list)

#lLook at QQ-Plots for the candidate values of lambda

plot(boxcox.list, plot.type = "Q-Q Plots"”, same.window = FALSE)

rm(x.1, censored.1, x.2, censored.2, x, censored, boxcox.list)
graphics.off()

boxcoxCensored.object 83 Class "boxcoxCensored"

Description

Objects of S3 class "boxcoxCensored” are returned by the EnvStats function boxcoxCensored,
which computes objective values for user-specified powers, or computes the optimal power for the
specified objective, based on Type I censored data.

Details

Value

Objects of class "boxcoxCensored"” are lists that contain information about the powers that were
used, the objective that was used, the values of the objective for the given powers, and whether an
optimization was specified.

Required Components
The following components must be included in a legitimate list of class "boxcoxCensored”.

lambda Numeric vector containing the powers used in the Box-Cox transformations. If

the value of the optimize component is FALSE, then 1ambda contains the values



boxcoxCensored.object 47

of all of the powers at which the objective was evaluated. If the value of the
optimize component is TRUE, then lambda is a scalar containing the value of
the power that maximizes the objective.

objective Numeric vector containing the value(s) of the objective for the given value(s) of
A that are stored in the component 1ambda.

objective.name Character string indicating the objective that was used. The possible values are
"PPCC" (probability plot correlation coefficient; the default), "Shapiro-Wilk"
(the Shapiro-Wilk goodness-of-fit statistic), and "Log-Likelihood” (the log-
likelihood function).

optimize Logical scalar indicating whether the objective was simply evaluted at the given
values of 1ambda (optimize=FALSE), or instead the optimal power transforma-
tion was computed within the bounds specified by 1ambda (optimize=TRUE).
optimize.bounds
Numeric vector of length 2 with a names attribute indicating the bounds within
which the optimization took place. When optimize=FALSE, this contains miss-
ing values.

eps Finite, positive numeric scalar indicating what value of eps was used. When
the absolute value of 1ambda is less than eps, lambda is assumed to be O for the
Box-Cox transformation.

sample.size Numeric scalar indicating the number of finite, non-missing observations.

censoring.side Character string indicating the censoring side. Possible values are "left"” and
"right".
censoring.levels
Numeric vector containing the censoring levels.
percent.censored
Numeric scalar indicating the percent of observations that are censored.
data.name The name of the data object used for the Box-Cox computations.

censoring.name The name of the data object indicating which observations are censored.

bad.obs The number of missing (NA), undefined (NaN) and/or infinite (Inf, -Inf) values
that were removed from the data object prior to performing the Box-Cox com-
putations.

Optional Component

The following components may optionally be included in a legitimate list of class "boxcoxCensored”.
They must be included if you want to call the function plot.boxcoxCensored and specify Q-Q
plots or Tukey Mean-Difference Q-Q plots.

data Numeric vector containing the data actually used for the Box-Cox computations
(i.e., the original data without any missing or infinite values).
censored Logical vector indicating which of the vales in the component data are cen-
sored.
Methods

Generic functions that have methods for objects of class "boxcoxCensored” include:
link{plot}, print.
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Note

Since objects of class "boxcoxCensored” are lists, you may extract their components with the $
and [[ operators.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

See Also

boxcoxCensored, plot.boxcoxCensored, print.boxcoxCensored

Examples

# Create an object of class "boxcoxCensored”, then print it out.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
x.1 <= rlnormAlt(15, mean = 10, cv = 2)
censored.1 <- x.1 < 2

x.1[censored.1] <- 2

10, cv = 2)

X.2 <= rlnormAlt(15, mean
censored.2 <- x.2 < 4
x.2[censored.2] <- 4

x <= c(x.1, x.2)
censored <- c(censored.1, censored.?2)

boxcox.list <- boxcoxCensored(x, censored)

data.class(boxcox.list)
#[1] "boxcoxCensored”

names (boxcox.list)

# [1] "lambda” "objective” "objective.name”

# [4] "optimize” "optimize.bounds” "eps”

# [7] "data” "censored” "sample.size"
#[10] "censoring.side” "censoring.levels” "percent.censored”
#[13] "data.name” "censoring.name”  "bad.obs"”

boxcox.list

#Results of Box-Cox Transformation
#Based on Type I Censored Data

#0bjective Name: PPCC

#

#Data: X

#

#Censoring Variable: censored
#

#Censoring Side: left

#
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#Censoring Level(s):
#

#Sample Size:

#

#Percent Censored:
lambda PPCC
.8954683
.9338467
.9643680
.9812969
.9776834
.9471025
.8901990
.8187488
. 7480494

od o K 3 O H H o R
SUeUoOUe Ue
O O O O OO

boxcox.
names(boxcox.list2)
# [1] "lambda"

# [4] "optimize”

# [7] "data”

#[10] "bad.obs”

"optimize.
"sample.si

boxcox.list2
#Results of Box-Cox Transformation

#0bjective Name:

#

#Data:

#

#Sample Size:

#

#Bounds for Optimization:
#

#

#0ptimal Value:

#

#Value of Objective:

rm(x.1, censored.1, x.2, censored.

list2 <- boxcox(x, optimize

"objective”

49
2 4
30
26.7%
= TRUE)
"objective.name"
bounds" "eps”
ze" "data.name”
PPCC
X
30
lower = -2
upper = 2
lambda = -0.5826431

PPCC = 0.9755402

2, x, censored, boxcox.list, boxcox.list2)

boxcoxLm.object

S3 Class "boxcoxLm"

Description

Objects of S3 class "boxcoxLm” are returned by the EnvStats function boxcox when the argument

x is an object of class "1m". In this case,

boxcox computes values of an objective function for user-

specified powers, or computes the optimal power for the specified objective, based on residuals

from the linear model.
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Details

Objects of class "boxcoxLm” are lists that contain information about the "1m"” object that was su-
plied, the powers that were used, the objective that was used, the values of the objective for the
given powers, and whether an optimization was specified.

Value

The following components must be included in a legitimate list of class "boxcoxLm".

lambda Numeric vector containing the powers used in the Box-Cox transformations. If
the value of the optimize component is FALSE, then lambda contains the values
of all of the powers at which the objective was evaluated. If the value of the
optimize component is TRUE, then lambda is a scalar containing the value of
the power that maximizes the objective.

objective Numeric vector containing the value(s) of the objective for the given value(s) of
A that are stored in the component 1ambda.

objective.name character string indicating the objective that was used. The possible values are
"PPCC" (probability plot correlation coefficient; the default), "Shapiro-Wilk"
(the Shapiro-Wilk goodness-of-fit statistic), and "Log-Likelihood” (the log-
likelihood function).

optimize logical scalar indicating whether the objective was simply evaluted at the given
values of lambda (optimize=FALSE), or instead the optimal power transforma-
tion was computed within the bounds specified by lambda (optimize=TRUE).
optimize.bounds
Numeric vector of length 2 with a names attribute indicating the bounds within
which the optimization took place. When optimize=FALSE, this contains miss-
ing values.

eps finite, positive numeric scalar indicating what value of eps was used. When the
absolute value of lambda is less than eps, lambda is assumed to be O for the
Box-Cox transformation.

1Im.obj the value of the argument x provided to boxcox (an object that must inherit from
class "1m").
sample.size Numeric scalar indicating the number of finite, non-missing observations.
data.name The name of the data object used for the Box-Cox computations.
Methods

Generic functions that have methods for objects of class "boxcoxLm" include:
link{plot}, print.

Note

Since objects of class "boxcoxLm” are lists, you may extract their components with the $ and [[
operators.

Author(s)
Steven P. Millard (<EnvStats@ProbStatInfo.com>)

See Also

boxcox, plot.boxcoxLm, print.boxcoxLm, boxcox.object.
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Examples

# Create an object of class "boxcoxLm”, then print it out.

The data frame Environmental.df contains daily measurements of

ozone concentration, wind speed, temperature, and solar radiation

in New York City for 153 consecutive days between May 1 and
September 30, 1973. In this example, we'll plot ozone vs.
temperature and look at the Q-Q plot of the residuals. Then

we'll look at possible Box-Cox transformations. The "optimal” one
based on the PPCC looks close to a log-transformation

(i.e., lambda=@). The power that produces the largest PPCC is

about 0.2, so a cube root (lambda=1/3) transformation might work too.

HOHF H H OHF ¥ B HF

# Fit the model with the raw Ozone data
ozone.fit <- Im(ozone ~ temperature, data = Environmental.df)

# Plot Ozone vs. Temperature, with fitted line

# _____________________________________________
dev.new()
with(Environmental.df,
plot(temperature, ozone, xlab = "Temperature (degrees F)",
ylab = "Ozone (ppb)"”, main = "Ozone vs. Temperature”))

abline(ozone.fit)
# Look at the Q-Q Plot for the residuals

dev.new()
ggPlot(ozone.fit$residuals, add.line = TRUE)

# Look at Box-Cox transformations of Ozone
boxcox.list <- boxcox(ozone.fit)

boxcox.list
#Results of Box-Cox Transformation

# _________________________________

#

#0bjective Name: PPCC
#

#Linear Model: ozone.fit
#

#Sample Size: 116
#

# lambda PPCC

# -2.0 0.4286781

# -1.5 0.4673544

# -1.0 0.5896132

# -0.5 0.8301458

# 0.0 0.9871519

# 0.5 0.9819825

# 1.0 0.9408694

# 1.5 0.8840770

# 2.0 0.8213675
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# Clean up

rm(ozone.fit, boxcox.list)

boxcoxTransform Apply a Box-Cox Power Transformation to a Set of Data

Description

Apply a Box-Cox power transformation to a set of data to attempt to induce normality and homo-
geneity of variance.

Usage
boxcoxTransform(x, lambda, eps = .Machine$double.eps)
Arguments
X a numeric vector of positive numbers.
lambda finite numeric scalar indicating what power to use for the Box-Cox transforma-
tion.
eps finite, positive numeric scalar. When the absolute value of 1ambda is less than
eps, lambda is assumed to be 0 for the Box-Cox transformation. The default
value is eps=.Machine$double. eps.
Details

Two common assumptions for several standard parametric hypothesis tests are:

1. The observations all come from a normal distribution.

2. The observations all come from distributions with the same variance.

For example, the standard one-sample t-test assumes all the observations come from the same nor-
mal distribution, and the standard two-sample t-test assumes that all the observations come from a
normal distribution with the same variance, although the mean may differ between the two groups.
For standard linear regression models, these assumptions can be stated as: the error terms all come
from a normal distribution with mean 0 and and a constant variance.

Often, especially with environmental data, the above assumptions do not hold because the original
data are skewed and/or they follow a distribution that is not really shaped like a normal distribution.
It is sometimes possible, however, to transform the original data so that the transformed observa-
tions in fact come from a normal distribution or close to a normal distribution. The transformation
may also induce homogeneity of variance and, for the case of a linear regression model, a linear
relationship between the response and predictor variable(s).

Sometimes, theoretical considerations indicate an appropriate transformation. For example, count
data often follow a Poisson distribution, and it can be shown that taking the square root of obser-
vations from a Poisson distribution tends to make these data look more bell-shaped (Johnson et
al., 1992, p.163; Johnson and Wichern, 2007, p.192; Zar, 2010, p.291). A common example in
the environmental field is that chemical concentration data often appear to come from a lognormal
distribution or some other positively-skewed distribution (e.g., gamma). In this case, taking the
logarithm of the observations often appears to yield normally distributed data.
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Ideally, a data transformation is chosen based on knowledge of the process generating the data, as
well as graphical tools such as quantile-quantile plots and histograms.

Box and Cox (1964) presented a formalized method for deciding on a data transformation. Given a
random variable X from some distribution with only positive values, the Box-Cox family of power
transformations is defined as:

Yy = X1 \#o0

log(X) Ax=0 (1)

where Y is assumed to come from a normal distribution. This transformation is continuous in A.
Note that this transformation also preserves ordering; that is, if X7 < X5 then Y7 < Y5.

Box and Cox (1964) proposed choosing the appropriate value of A based on maximizing a likelihood
function. See the help file for boxcox for details.

Note that for non-zero values of A, instead of using the formula of Box and Cox in Equation (1),
you may simply use the power transformation:

Y =X (2

since these two equations differ only by a scale difference and origin shift, and the essential charac-
ter of the transformed distribution remains unchanged.

The value A = 1 corresponds to no transformation. Values of A less than 1 shrink large values of X,
and are therefore useful for transforming positively-skewed (right-skewed) data. Values of X larger
than 1 inflate large values of X, and are therefore useful for transforming negatively-skewed (left-
skewed) data (Helsel and Hirsch, 1992, pp.13-14; Johnson and Wichern, 2007, p.193). Commonly
used values of A include O (log transformation), 0.5 (square-root transformation), -1 (reciprocal),
and -0.5 (reciprocal root).

It is often recommend that when dealing with several similar data sets, it is best to find a common
transformation that works reasonably well for all the data sets, rather than using slightly different
transformations for each data set (Helsel and Hirsch, 1992, p.14; Shumway et al., 1989).

Value

numeric vector of transformed observations.

Note

Data transformations are often used to induce normality, homoscedasticity, and/or linearity, com-
mon assumptions of parametric statistical tests and estimation procedures. Transformations are not
“tricks” used by the data analyst to hide what is going on, but rather useful tools for understand-
ing and dealing with data (Berthouex and Brown, 2002, p.61). Hoaglin (1988) discusses “hidden”
transformations that are used everyday, such as the pH scale for measuring acidity.

In the case of a linear model, there are at least two approaches to improving a model fit: trans-
form the Y and/or X variable(s), and/or use more predictor variables. Often in environmental data
analysis, we assume the observations come from a lognormal distribution and automatically take
logarithms of the data. For a simple linear regression (i.e., one predictor variable), if regression
diagnostic plots indicate that a straight line fit is not adequate, but that the variance of the errors ap-
pears to be fairly constant, you may only need to transform the predictor variable X or perhaps use
a quadratic or cubic model in X. On the other hand, if the diagnostic plots indicate that the constant
variance and/or normality assumptions are suspect, you probably need to consider transforming the
response variable Y. Data transformations for linear regression models are discussed in Draper and
Smith (1998, Chapter 13) and Helsel and Hirsch (1992, pp. 228-229).
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One problem with data transformations is that translating results on the transformed scale back to
the original scale is not always straightforward. Estimating quantities such as means, variances,
and confidence limits in the transformed scale and then transforming them back to the original scale
usually leads to biased and inconsistent estimates (Gilbert, 1987, p.149; van Belle et al., 2004,
p-400). For example, exponentiating the confidence limits for a mean based on log-transformed
data does not yield a confidence interval for the mean on the original scale. Instead, this yields a
confidence interval for the median (see the help file for elnormAlt). It should be noted, however,
that quantiles (percentiles) and rank-based procedures are invariant to monotonic transformations
(Helsel and Hirsch, 1992, p.12).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also
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Examples

# Generate 30 observations from a lognormal distribution with

# mean=10 and cv=2, then look at some normal quantile-quantile

# plots for various transformations.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
X <= rlnormAlt(30, mean = 10, cv = 2)

dev.new()
qgPlot(x, add.line = TRUE)

dev.new()
ggPlot(boxcoxTransform(x, lambda

0.5), add.line = TRUE)

dev.new()
ggPlot(boxcoxTransform(x, lambda

@), add.line = TRUE)

# Clean up

calibrate Fit a Calibration Line or Curve

Description

Fit a calibration line or curve based on linear regression.

Usage

calibrate(formula, data, test.higher.orders = TRUE, max.order = 4, p.crit = 0.05,
F.test = "partial”, weights, subset, na.action, method = "qgr", model = FALSE,

x = FALSE, y = FALSE, contrasts = NULL, warn = TRUE, ...)
Arguments
formula a formula object, with the response on the left of a ~ operator, and the single

predictor variable on the right. For example, Cadmium ~ Spike.

data an optional data frame, list or environment (or object coercible by
as.data.frame to a data frame) containing the variables in the model. If not
found in data, the variables are taken from environment(formula), typically
the environment from which calibrate is called.

test.higher.orders
logical scalar indicating whether to start with a model that contains a single
predictor variable and test the fit of higher order polynomials to consider for
the calibration curve (test.higher.orders=TRUE; the default), or to simply
use the model suppled and add the model matrix to the fit if it was not already
indicated by the argument x=TRUE in the call to calibrate.
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max.order

p.crit

F.test

weights

subset

na.action

method

model, x, y, qr

contrasts

warn

Details

calibrate

integer indicating the maximum order of the polynomial to consider for the cal-
ibration curve. The default value is max.order=4, however, the final value of
max.order is the minimum of max.order and value of the number of unique
predictor values minus 1. So, for example, if there are only 4 unique values of
the single predictor variable, then the final value of max. order is the minimum
of what the user supplies and 3; thus, in this case, the highest order polynomial
that will be potentially tested is a cubic. See also the explanation below for the
argument warn.

numeric scaler between 0 and 1 indicating the p-value to use for the stepwise
regression when determining which polynomial model to use. The default value
isp.crit=0.05.

character string indicating whether to perform the stepwise regression using the
standard partial F-test (F.test="partial"”; the default) or using the lack-of-fit
F-test (F. test="1of").

optional vector of observation weights; if supplied, the algorithm fits to mini-
mize the sum of the weights multiplied into the squared residuals. The length of
weights must be the same as the number of observations. The weights must be
nonnegative and it is strongly recommended that they be strictly positive, since
zero weights are ambiguous, compared to use of the subset argument.

optional expression saying which subset of the rows of the data should be used
in the fit. This can be a logical vector (which is replicated to have length equal
to the number of observations), or a numeric vector indicating which observa-
tion numbers are to be included, or a character vector of the row names to be
included. All observations are included by default.

optional function which indicates what should happen when the data contain
NAs. The default is set by the na.action setting of options, and is

na.fail if that is unset. The ‘factory-fresh’ default is na.omit. Another possi-
ble value is NULL, no action. Value na.exclude can be useful.

optional method to be used; for fitting, currently only method = "qr" is sup-
ported; method = "model.frame"” returns the model frame (the same as with
model = TRUE, see below).

optional logicals. If TRUE the corresponding components of the fit (the model
frame, the model matrix, the response, the QR decomposition) are returned.

an optional list. See the argument contrasts.arg of model.matrix.

logical scalar indicating whether to issue a warning (warn=TRUE; the default)
when the value of max.order has been decreased from what the user supplied.
See also the explanation above for the argument max. order.

additional arguments to be passed to the low level regression fitting functions
(see 1m).

A simple and frequently used calibration model is a straight line where the response variable S
denotes the signal of the machine and the predictor variable C denotes the true concentration in the
physical sample. The error term is assumed to follow a normal distribution with mean 0. Note that
the average value of the signal for a blank (C = 0) is the intercept. Other possible calibration models
include higher order polynomial models such as a quadratic or cubic model.

In a typical setup, a small number of samples (e.g., n = 6) with known concentrations are measured
and the signal is recorded. A sample with no chemical in it, called a blank, is also measured. (You
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have to be careful to define exactly what you mean by a “blank.” A blank could mean a container
from the lab that has nothing in it but is prepared in a similar fashion to containers with actual
samples in them. Or it could mean a field blank: the container was taken out to the field and
subjected to the same process that all other containers were subjected to, except a physical sample
of soil or water was not placed in the container.) Usually, replicate measures at the same known
concentrations are taken. (The term ‘“replicate” must be well defined to distinguish between for
example the same physical samples that are measured more than once vs. two different physical
samples of the same known concentration.)

The function calibrate initially fits a linear calibration model. If the argument max.order is
greater than 1, calibrate then performs forward stepwise linear regression to determine the “best”
polynomial model.

In the case where replicates are not availble, calibrate uses standard stepwise ANOVA to compare
models (Draper and Smith, 1998, p.335). In this case, if the p-value for the partial F-test to compare
models is greater than or equal to p.crit, then the model with fewer terms is used as the final
model.

In the case where replicates are available, if F.test="1of", then for each model calibrate com-
putes the p-value of the ANOVA for lack-of-fit vs. pure error (Draper and Smith, 1998, Chapters
2; see anovaPE). If the p-value is greater than or equal to p.crit, then this is the final model;
otherwise the next higher-order term is added to the polynomial and the model is re-fit. If, during
the stepwise procedure, the degrees of freedom associated with the residual sums of squares of a
model to be tested is less than or equal to the number of observations minus the number of unique
observations, calibrate uses the partial F-test instead of the lack-of-fit F-test.

The stepwise algorithm terminates when either the p-value is greater than or equal to p.crit, or
the currently selected model in the algorithm is of order max.order. The algorithm will terminate
earlier than this if the next model to be fit includes singularities so that not all coefficients can be
estimted.

Value

An object of class "calibrate” that inherits from class "1m" and includes a component called x
that stores the model matrix (the values of the predictor variables for the final calibration model).

Note

Almost always the process of determining the concentration of a chemical in a soil, water, or air
sample involves using some kind of machine that produces a signal, and this signal is related to the
concentration of the chemical in the physical sample. The process of relating the machine signal to
the concentration of the chemical is called calibration. Once calibration has been performed, esti-
mated concentrations in physical samples with unknown concentrations are computed using inverse
regression (see inversePredictCalibrate). The uncertainty in the process used to estimate the
concentration may be quantified with decision, detection, and quantitation limits.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Draper, N., and H. Smith. (1998). Applied Regression Analysis. Third Edition. John Wiley and
Sons, New York, Chapter 3 and p.335.

Gibbons, R.D., D.K. Bhaumik, and S. Aryal. (2009). Statistical Methods for Groundwater Moni-
toring. Second Edition. John Wiley & Sons, Hoboken. Chapter 6, p. 111.



58 calibrate
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See Also

calibrate.object, anovaPE, inversePredictCalibrate, detectionLimitCalibrate, 1m.

Examples
# The data frame EPA.97.cadmium.111.df contains calibration data for
# cadmium at mass 111 (ng/L) that appeared in Gibbons et al. (1997b)
# and were provided to them by the U.S. EPA.
# Display a plot of these data along with the fitted calibration line
# and 99% non-simultaneous prediction limits. See
# Millard and Neerchal (2001, pp.566-569) for more details on this
# example.

Cadmium <- EPA.97.cadmium.111.df$Cadmium

Spike <- EPA.97.cadmium.111.df$Spike

calibrate.list <- calibrate(Cadmium ~ Spike, data = EPA.97.cadmium.111.df)
newdata <- data.frame(Spike = seq(min(Spike), max(Spike), len = 100))
pred.list <- predict(calibrate.list, newdata = newdata, se.fit = TRUE)

pointwise.list <- pointwise(pred.list, coverage = 0.99, individual = TRUE)

dev.new()
plot(Spike, Cadmium, ylim = c(min(pointwise.list$lower),
max(pointwise.list$upper)), xlab = "True Concentration (ng/L)",

ylab = "Observed Concentration (ng/L)")

abline(calibrate.list, 1lwd = 2)

lines(newdata$Spike, pointwise.list$lower, lty = 8, lwd = 2)

lines(newdata$Spike, pointwise.list$upper, lty = 8, 1lwd = 2)

title(paste(”Calibration Line and 99% Prediction Limits”,
"for US EPA Cadmium 111 Data”, sep = "\n"))

rm(Cadmium, Spike, newdata, calibrate.list, pred.list, pointwise.list)
graphics.off()
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calibrate.object S3 Class "calibrate"

Description
Objects of S3 class "calibrate” are returned by the EnvStats function calibrate, which fits a
calibration line or curve based on linear regression.
Details
Objects of class "calibrate” are lists that inherit from class "1m" and include a component called
x that stores the model matrix (the values of the predictor variables for the final calibration model).
Value

See the help file for 1m.

Required Components
Besides the usual components in the list returned by the function 1m, the following components
must be included in a legitimate list of class "calibrate”.

X the model matrix from the linear model fit.

Methods

Generic functions that have methods for objects of class "calibrate” include:
NONE AT PRESENT.

Note

Since objects of class "calibrate” are lists, you may extract their components with the $ and [[
operators.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

See Also
calibrate, inversePredictCalibrate, detectionLimitCalibrate.
Examples
# Create an object of class "calibrate”, then print it out.
# The data frame EPA.97.cadmium.111.df contains calibration data for
# cadmium at mass 111 (ng/L) that appeared in Gibbons et al. (1997b)
# and were provided to them by the U.S. EPA.
calibrate.list <- calibrate(Cadmium ~ Spike, data = EPA.97.cadmium.111.df)

names(calibrate.list)

calibrate.list
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rm(calibrate.list)

CastilloAndHadi1994 Abstract: Castillo and Hadi (1994)

Description

Detailed abstract of the manuscript:

Castillo, E., and A. Hadi. (1994). Parameter and Quantile Estimation for the Generalized Extreme-
Value Distribution. Environmetrics 5, 417-432.

Details

Abstract

Castillo and Hadi (1994) introduce a new way to estimate the parameters and quantiles of the gen-
eralized extreme value distribution (GEVD) with parameters location=7, scale=6, and shape=x.
The estimator is based on a two-stage procedure using order statistics, denoted here by “TSOE”,
which stands for two-stage order-statistics estimator. Castillo and Hadi (1994) compare the TSOE
to the maximum likelihood estimator (MLE; Jenkinson, 1969; Prescott and Walden, 1983) and
probability-weighted moments estimator (PWME; Hosking et al., 1985).

Castillo and Hadi (1994) note that for some samples the likelihood may not have a local maximum,
and also when x > 1 the likelihood can be made infinite so the MLE does not exist. They also note,
as do Hosking et al., 1985), that when k < —1, the moments and probability-weighed moments
of the GEVD do not exist, hence neither does the PWME. (Hosking et al., however, claim that in
practice the shape parameter usually lies between -1/2 and 1/2.) On the other hand, the TSOE exists
for all values of «.

Based on computer simulations, Castillo and Hadi (1994) found that the performance (bias and
root mean squared error) of the TSOE is comparable to the PWME for values of « in the range
—1/2 < k < 1/2. They also found that the TSOE is superior to the PWME for large values of .
Their results, however, are based on using the PWME computed using the approximation given in
equation (14) of Hosking et al. (1985, p.253). The true PWME is computed using equation (12)
of Hosking et al. (1985, p.253). Hosking et al. (1985) introduced the approximation as a matter
of computational convenience, and noted that it is valid in the range —1/2 < k < 1/2. If Castillo
and Hadi (1994) had used the true PWME for values of & larger than 1/2, they probably would have
gotten very different results for the PWME. (Note: the function egevd with method="pwme" uses
the exact equation (12) of Hosking et al. (1985), not the approximation (14)).

Castillo and Hadi (1994) suggest using the bootstrap or jackknife to obtain variance estimates and
confidence intervals for the distribution parameters based on the TSOE.

More Details Let & = (x1,22,...,z,) be a vector of n observations from a generalized extreme
value distribution with parameters location=7, scale=60, and shape=x with cumulative distribu-
tion function F'. Also, let z(1),x(2),...,z(n) denote the ordered values of .
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First Stage

Castillo and Hadi (1994) propose as initial estimates of the distribution parameters the solutions to
the following set of simultaneous equations based on just three observations from the total sample
of size n:

F[l’(l), m, 6) K:] = pl,n
F[:L‘(]), n,0, ’%] =Pjn
Flz(n);n,0,5] = ppn (1)

where 2 < 5 <n —1, and

Din = F[l‘(l), 7, 9, H]
denotes the ¢’th plotting position for a sample of size n; that is, a nonparametric estimate of the
value of F at z(4). Typically, plotting positions have the form:

1—a

n+b 2)

DPin =

where b > —a > —1. In their simulation studies, Castillo and Hadi (1994) used a=0.35, b=0.

Since j is arbitrary in the above set of equations (1), denote the solutions to these equations by:

There are thus n — 2 sets of estimates.

Castillo and Hadi (1994) show that the estimate of the shape parameter, «, is the solution to the
equation:
x(j) —x(n) 1-AF,
(1) —z(n) 1-— A%,

(3)

where
A, =Ci/Cy  (4)
C; = —log(pin) (5)
Castillo and Hadi (1994) show how to easily solve equation (3) using the method of bisection.

Once the estimate of the shape parameter is obtained, the other estimates are given by:

j = File() —2()]
ERRCATE AT

f;[1 — (C1)™]

Kj

0 =z(1) = (7)

Second Stage

Apply a robust function to the n — 2 sets of estimates obtained in the first stage. Castillo and Hadi
(1994) suggest using either the median or the least median of squares (using a column of 1’s as
the predictor variable; see the help file for Imsreg in the package MASS). Using the median, for
example, the final distribution parameter estimates are given by:

7} = Median(f2, 73, - -+, in—1)

6= Median(ég,ég,, vy Onq)

k= Median(/%g, I%g, ey I%nfl)
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See Also

Generalized Extreme Value Distribution, egevd, Hosking et al., 1985).

cdfCompare Plot Two Cumulative Distribution Functions

Description

For one sample, plots the empirical cumulative distribution function (ecdf) along with a theoretical
cumulative distribution function (cdf). For two samples, plots the two ecdf’s. These plots are used
to graphically assess goodness of fit.

Usage

cdfCompare(x, y = NULL, discrete = FALSE,
prob.method = ifelse(discrete, "emp.probs”, "plot.pos"),
plot.pos.con = NULL, distribution = "norm", param.list = NULL,
estimate.params = is.null(param.list), est.arg.list = NULL, x.col "blue”,
y.or.fitted.col = "black”, x.lwd = 3 x par(”cex"), y.or.fitted.lwd = 3 * par("cex"),
x.1lty = 1, y.or.fitted.1lty = 2, digits = .Options$digits, ...,

type = ifelse(discrete, "s", "1"), main = NULL, xlab = NULL, ylab = NULL,
xlim = NULL, ylim = NULL)
Arguments
X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.
y a numeric vector (not necessarily of the same length as x). Missing (NA), un-

defined (NaN), and infinite (Inf, -Inf) values are allowed but will be removed.
The default value is y=NULL, in which case the empirical cdf of x will be plotted
along with the theoretical cdf specified by the argument distribution.
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discrete logical scalar indicating whether the assumed parent distribution of x is discrete
(discrete=TRUE) or continuous (discrete=FALSE; the default).
prob.method character string indicating what method to use to compute the plotting positions

(empirical probabilities). Possible values are plot.pos (plotting positions, the
default if discrete=FALSE) and emp.probs (empirical probabilities, the default
if discrete=TRUE). See the help file for ecdfPlot for more explanation.

plot.pos.con  numeric scalar between O and 1 containing the value of the plotting position
constant. When y is supplied, the default value is plot.pos.con=0.375. When
y is not supplied, for the normal, lognormal, three-parameter lognormal, zero-
modified normal, and zero-modified lognormal distributions, the default value
is plot.pos.con=0.375. For the Type I extreme value (Gumbel) distribu-
tion (distribution="evd"), the default value is plot.pos.con=0.44. For all
other distributions, the default value is plot.pos.con=0.4. See the help files
for ecdfPlot and qgPlot for more information. This argument is ignored if
prob.method="emp.probs".

distribution when y is not supplied, a character string denoting the distribution abbreviation.
The default value is distribution="norm". See the help file for Distribution.df
for a list of possible distribution abbreviations. This argument is ignored if y is
supplied.

param.list when y is not supplied, a list with values for the parameters of the distribu-
tion. The default value is param.list=list(mean=0, sd=1). See the help
file for Distribution.df for the names and possible values of the parameters
associated with each distribution. This argument is ignored if y is supplied or
estimate.params=TRUE.

estimate.params
when y is not supplied, a logical scalar indicating whether to compute the cdf for
x based on estimating the distribution parameters (estimate.params=TRUE) or
using the known distribution parameters specified in param.list (estimate.params=FALSE).
The default value is TRUE unless the argument param.list is supplied. The ar-
gument estimate.params is ignored if y is supplied.

est.arg.list  when y is not supplied and estimate.params=TRUE, a list whose components
are optional arguments associated with the function used to estimate the pa-
rameters of the assumed distribution (see the help file Estimating Distribution
Parameters). For example, all functions used to estimate distribution parame-
ters have an optional argument called method that specifies the method to use
to estimate the parameters. (See the help file for Distribution.df for a list of
available estimation methods for each distribution.) To override the default es-
timation method, supply the argument est.arg.list with a component called
method; for example est.arg.list=1list(method="mle"). The default value
isest.arg.list=NULL so that all default values for the estimating function are
used. This argument is ignored if estimate.params=FALSE or y is supplied.

x.col a numeric scalar or character string determining the color of the empirical cdf
(based on x) line or points. The default value is x.col="blue". See the entry
for col in the help file for par for more information.
y.or.fitted.col
a numeric scalar or character string determining the color of the empirical cdf
(based on y) or the theoretical cdf line or points. The default valueisy.or.fitted.col="black".
See the entry for col in the help file for par for more information.
x.lwd a numeric scalar determining the width of the empirical cdf (based on x) line.
The default value is x. lwd=3*par("”cex"). See the entry for 1wd in the help file
for par for more information.
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y.or.fitted.1lwd
a numeric scalar determining the width of the empirical cdf (based on y) or
theoretical cdf line. The default valueisy.or.fitted. lwd=3*par(”"cex"). See
the entry for 1wd in the help file for par for more information.

x.1lty a numeric scalar determining the line type of the empirical cdf (based on x) line.
The default value is x.1ty=1. See the entry for 1ty in the help file for par for
more information.

y.or.fitted.1lty
a numeric scalar determining the line type of the empirical cdf (based on y) or
theoretical cdf line. The default value is y.or.fitted.1lty=2. See the entry for
1ty in the help file for par for more information.

digits when y is not supplied, a scalar indicating how many significant digits to print
for the distribution parameters. The default value is digits=.0ptions$digits.

type, main, xlab, ylab, xlim, ylim,
additional graphical parameters (see 1ines and par). In particular, the argument
type specifies the kind of line type. By default, the function cdfCompare plots
a step function (type="s") when discrete=TRUE, and plots a straight line be-
tween points (type="1") when discrete=FALSE. The user may override these
defaults by supplying the graphics parameter type (type="s" for a step func-
tion, type="1" for linear interpolation, type="p" for points only, etc.).

Details

When both x and y are supplied, the function cdfCompare creates the empirical cdf plot of x and y
on the same plot by calling the function ecdfPlot.

When y is not supplied, the function cdfCompare creates the emprical cdf plot of x (by calling
ecdfPlot) and the theoretical cdf plot (by calling cdfPlot and using the argument distribution)
on the same plot.

Value

When y is supplied, cdf Compare invisibly returns a list with components x. ecdf.list andy.ecdf.list.
Each of these components is itself a list, with the components Order.Statistics and Cumulative.Probabilities,
giving coordinates of the points that have been plotted.

When vy is not supplied, cdfCompare invisibly returns a list with components x.ecdf.list and
fitted.cdf.list. The component x.ecdf.list isitself a list with the components Order.Statistics
and Cumulative.Probabilities, giving coordinates of the points that have been plotted for the

x values. The component fitted.cdf.list is itself a list with the components Quantiles and
Cumulative.Probabilities, giving coordinates of the points that have been plotted for the fitted

cdf.

Note

An empirical cumulative distribution function (ecdf) plot is a graphical tool that can be used in
conjunction with other graphical tools such as histograms, strip charts, and boxplots to assess the
characteristics of a set of data. It is easy to determine quartiles and the minimum and maximum
values from such a plot. Also, ecdf plots allow you to assess local density: a higher density of
observations occurs where the slope is steep.

Chambers et al. (1983, pp.11-16) plot the observed order statistics on the y-axis vs. the ecdf on the
z-axis and call this a quantile plot.

Empirical cumulative distribution function (ecdf) plots are often plotted with theoretical cdf plots
(see cdfPlot and cdfCompare) to graphically assess whether a sample of observations comes from
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a particular distribution. The Kolmogorov-Smirnov goodness-of-fit test (see gofTest) is the statis-
tical companion of this kind of comparison; it is based on the maximum vertical distance between
the empirical cdf plot and the theoretical cdf plot. More often, however, quantile-quantile (Q-Q)
plots are used instead of ecdf plots to graphically assess departures from an assumed distribution
(see qqPlot).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

cdfPlot, ecdfPlot, qgPlot.

Examples

# Generate 20 observations from a normal (Gaussian) distribution

# with mean=10 and sd=2 and compare the empirical cdf with a

# theoretical normal cdf that is based on estimating the parameters.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)

X <= rnorm(20, mean = 10, sd = 2)
dev.new()

cdfCompare(x)

# Generate 30 observations from an exponential distribution with parameter
# rate=0.1 (see the R help file for Exponential) and compare the empirical
# cdf with the empirical cdf of the normal observations generated in the

# previous example:

set.seed(432)

y <- rexp(30, rate = 0.1)
dev.new()

cdfCompare(x, y)

# Generate 20 observations from a Poisson distribution with parameter lambda=10
# (see the R help file for Poisson) and compare the empirical cdf with a

# theoretical Poisson cdf based on estimating the distribution parameters.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
X <= rpois(20, lambda = 10)
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dev.new()
cdfCompare(x, dist = "pois")

f#==========
# Clean up
# _________
rm(x, ¥)

graphics.off()

cdfCompareCensored Plot Two Cumulative Distribution Functions Based on Censored Data

Description

For one sample, plots the empirical cumulative distribution function (ecdf) along with a theoretical
cumulative distribution function (cdf). For two samples, plots the two ecdf’s. These plots are used
to graphically assess goodness of fit.

Usage
cdfCompareCensored(x, censored, censoring.side = "left"”,
y = NULL, y.censored = NULL, y.censoring.side = censoring.side,
discrete = FALSE, prob.method = "michael-schucany”,
plot.pos.con = NULL, distribution = "norm", param.list = NULL,
estimate.params = is.null(param.list), est.arg.list = NULL,
x.col = "blue”, y.or.fitted.col = "black”, x.lwd = 3 * par("cex"),
y.or.fitted.lwd = 3 * par("cex"), x.lty =1, y.or.fitted.1lty = 2,
include.x.cen = FALSE, x.cen.pch = ifelse(censoring.side == "left", 6, 2),
x.cen.cex = par("cex"), x.cen.col = "red",
include.y.cen = FALSE, y.cen.pch = ifelse(y.censoring.side == "left”, 6, 2),
y.cen.cex = par("cex"), y.cen.col = "black”, digits = .Options$digits, .
type = ifelse(discrete, "s", "1"), main = NULL, xlab = NULL, ylab = NULL,
xlim = NULL, ylim = NULL)
Arguments
X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.
censored numeric or logical vector indicating which values of x are censored. This must

be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left"” (the default) and "right”.

y a numeric vector (not necessarily of the same length as x). Missing (NA), un-
defined (NaN), and infinite (Inf, -Inf) values are allowed but will be removed.
The default value is y=NULL, in which case the empirical cdf of x will be plotted
along with the theoretical cdf specified by the argument distribution.
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y.censored numeric or logical vector indicating which values of y are censored. This must
be the same length as y. If the mode of censored is "logical”, TRUE values
correspond to elements of y that are censored, and FALSE values correspond to
elements of y that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

This argument is ignored when y is not supplied. The default value is y . censored=NULL
since the default value of y is y=NULL.
y.censoring.side
character string indicating on which side the censoring occurs for the values of y.
The possible values are "1eft” (the default) and "right”. This argument is ig-
nored when y is not supplied. The default value is y. censoring.side=censoring.side.

discrete logical scalar indicating whether the assumed parent distribution of x is discrete
(discrete=TRUE) or continuous (discrete=FALSE; the default).

prob.method character string indicating what method to use to compute the plotting posi-
tions (empirical probabilities). Possible values are "kaplan-meier” (product-
limit method of Kaplan and Meier (1958)), "nelson” (hazard plotting method
of Nelson (1972)), "michael-schucany” (generalization of the product-limit
method due to Michael and Schucany (1986)), and "hirsch-stedinger"” (gen-
eralization of the product-limit method due to Hirsch and Stedinger (1987)). The
default value is prob.method="michael-schucany"”.

The "nelson” method is only available for censoring.side="right". See the
help file for ecdfPlotCensored for more explanation.

plot.pos.con numeric scalar between 0 and 1 containing the value of the plotting position
constant. When y is supplied, the default value is plot.pos.con=0.375. When
y is not supplied, for the normal, lognormal, three-parameter lognormal, zero-
modified normal, and zero-modified lognormal distributions, the default value
is plot.pos.con=0.375. For the Type I extreme value (Gumbel) distribution
(distribution="evd"), the default value is plot.pos.con=0.44. For all other
distributions, the default value is plot.pos.con=0.4. See the help files for
ecdfPlot and qgPlot for more information. This argument is used only if
prob.method is equal to "michael-schucany” or "hirsch-stedinger".

distribution  wheny is not supplied, a character string denoting the distribution abbreviation.
The default value is distribution="norm". See the help file for Distribution.df
for a list of possible distribution abbreviations. This argument is ignored if y is
supplied.

param.list when y is not supplied, a list with values for the parameters of the distribu-
tion. The default value is param.list=list(mean=0, sd=1). See the help
file for Distribution.df for the names and possible values of the parameters
associated with each distribution. This argument is ignored if y is supplied or
estimate.params=TRUE.

estimate.params
when y is not supplied, a logical scalar indicating whether to compute the cdf for
x based on estimating the distribution parameters (estimate.params=TRUE) or
using the known distribution parameters specified in param.list (estimate.params=FALSE).
The default value is TRUE unless the argument param.list is supplied. The ar-
gument estimate.params is ignored if y is supplied.

est.arg.list  when y is not supplied and estimate.params=TRUE, a list whose components
are optional arguments associated with the function used to estimate the pa-
rameters of the assumed distribution (see the Section Estimating Distribution
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Parameters in the help file Censored Data). For example, all functions used

to estimate distribution parameters have an optional argument called method

that specifies the method to use to estimate the parameters. (See the help file

for Distribution.df for a list of available estimation methods for each dis-

tribution.) To override the default estimation method, supply the argument

est.arg.list with acomponent called method; for example est.arg.list=1ist(method="mle").
The default value is est.arg.list=NULL so that all default values for the esti-

mating function are used. This argument is ignored if estimate.params=FALSE

or y is supplied.

x.col a numeric scalar or character string determining the color of the empirical cdf
(based on x) line or points. The default value is x.col="blue"”. See the entry
for col in the help file for par for more information.

y.or.fitted.col
a numeric scalar or character string determining the color of the empirical cdf
(based on y) or the theoretical cdf line or points. The default valueisy.or.fitted.col="black".
See the entry for col in the help file for par for more information.

x. lwd a numeric scalar determining the width of the empirical cdf (based on x) line.
The default value is x . lwd=3*par ("cex"). See the entry for 1wd in the help file
for par for more information.

y.or.fitted.1lwd
a numeric scalar determining the width of the empirical cdf (based on y) or
theoretical cdf line. The default valueisy.or.fitted.lwd=3*par(”"cex"). See
the entry for 1wd in the help file for par for more information.

x.1lty a numeric scalar determining the line type of the empirical cdf (based on x) line.
The default value is x.1ty=1. See the entry for 1ty in the help file for par for
more information.

y.or.fitted.1lty
a numeric scalar determining the line type of the empirical cdf (based on y) or
theoretical cdf line. The default value is y.or.fitted.1ty=2. See the entry for
1ty in the help file for par for more information.

include.x.cen logical scalar indicating whether to include censored values in x in the plot.
The default value is include. x.cen=FALSE. If include. x.cen=TRUE, censored
values in x are plotted using the plotting character indicated by the argument
x.cen.pch (see below). This argument is ignored if there are no censored values
in x.

x.cen.pch numeric scalar or character string indicating the plotting character to use to plot
censored values in x. The default value is x.cen.pch=2 (hollow triangle point-
ing up) when x.censoring.side="right", and x.cen.pch=6 (hollow trian-
gle pointing down) when x.censoring.side="1eft". See the R help file for
points for an explanation of how plotting symbols are specified. This argument
is ignored if include. x.cen=FALSE.

X.cen.cex numeric scalar that determines the size of the plotting character used to plot
censored values in x. The default value is the current value of the cex graphics
parameter. See the entry for cex in the R help file for par for more information.
This argument is ignored if include.x.cen=FALSE.

x.cen.col numeric scalar or character string that determines the color of the plotting char-
acter used to plot censored values in x. The default value is x.cen.col="red".
See the entry for col in the R help file for par for more information. This
argument is ignored if include.x.cen=FALSE.
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include.y.cen logical scalar indicating whether to include censored values in y in the plot.
The default value is include.y.cen=FALSE. If include.y.cen=TRUE, censored
values in y are plotted using the plotting character indicated by the argument
y.cen.pch (see below). This argument is ignored if y is not supplied and/or
there are no censored values in y.

y.cen.pch numeric scalar or character string indicating the plotting character to use to plot
censored values in y. The default value is y.cen.pch=2 (hollow triangle point-
ing up) when y.censoring.side="right", and y.cen.pch=6 (hollow trian-
gle pointing down) when y.censoring.side="1eft". See the R help file for
points for an explanation of how plotting symbols are specified. This argument
is ignored if include.y.cen=FALSE.

y.cen.cex numeric scalar that determines the size of the plotting character used to plot
censored values in y. The default value is the current value of the cex graphics
parameter. See the entry for cex in the R help file for par for more information.
This argument is ignored if include.y.cen=FALSE.

y.cen.col numeric scalar or character string that determines the color of the plotting char-
acter used to plot censored values in y. The default valueis y.cen.col="black".
See the entry for col in the R help file for par for more information. This argu-
ment is ignored if include.y.cen=FALSE.

digits when y is not supplied, a scalar indicating how many significant digits to print
for the distribution parameters. The default value is digits=.0ptions$digits.

type, main, xlab, ylab, xlim, ylim,
additional graphical parameters (see 1ines and par). In particular, the argument
type specifies the kind of line type. By default, the function cdfCompareCensored
plots a step function (type="s") when discrete=TRUE, and plots a straight
line between points (type="1") when discrete=FALSE. The user may over-
ride these defaults by supplying the graphics parameter type (type="s" for a
step function, type="1" for linear interpolation, type="p" for points only, etc.).

Details

When both x and y are supplied, the function cdfCompareCensored creates the empirical cdf plot
of x and y on the same plot by calling the function ecdfPlotCensored.

When vy is not supplied, the function cdfCompareCensored creates the emprical cdf plot of x (by
calling ecdfPlotCensored) and the theoretical cdf plot (by calling cdfPlot and using the argument
distribution) on the same plot.

Value

When vy is supplied, cdfCompareCensored invisibly returns a list with components x.ecdf.list
andy.ecdf.list. Each of these components is itself a list, with the components Order.Statistics
and Cumulative.Probabilities, giving coordinates of the points that have been plotted.

When y is not supplied, cdfCompareCensored invisibly returns a list with components x.ecdf . list

and fitted.cdf.list. The component x.ecdf.list isitself a list with the components Order.Statistics
and Cumulative.Probabilities, giving coordinates of the points that have been plotted for the

x values. The component fitted.cdf.list is itself a list with the components Quantiles and
Cumulative.Probabilities, giving coordinates of the points that have been plotted for the fitted

cdf.
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Note

An empirical cumulative distribution function (ecdf) plot is a graphical tool that can be used in
conjunction with other graphical tools such as histograms, strip charts, and boxplots to assess the
characteristics of a set of data. It is easy to determine quartiles and the minimum and maximum
values from such a plot. Also, ecdf plots allow you to assess local density: a higher density of
observations occurs where the slope is steep.

Chambers et al. (1983, pp.11-16) plot the observed order statistics on the y-axis vs. the ecdf on the
z-axis and call this a quantile plot.

Censored observations complicate the procedures used to graphically explore data. Techniques from
survival analysis and life testing have been developed to generalize the procedures for constructing
plotting positions, empirical cdf plots, and q-q plots to data sets with censored observations (see
ppointsCensored).

Empirical cumulative distribution function (ecdf) plots are often plotted with theoretical cdf plots
to graphically assess whether a sample of observations comes from a particular distribution. More
often, however, quantile-quantile (Q-Q) plots are used instead of ecdf plots to graphically assess
departures from an assumed distribution (see qgPlotCensored).
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See Also

cdfPlot, ecdfPlotCensored, ggPlotCensored.

Examples

# Generate 20 observations from a normal distribution with mean=20 and sd=5,
# censor all observations less than 18, then compare the empirical cdf with a
# theoretical normal cdf that is based on estimating the parameters.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(333)

x <- sort(rnorm(20, mean=20, sd=5))

X

# [1] 9.743551 12.370197 14.375499 15.628482 15.883507 17.080124
# [7]1 17.197588 18.097714 18.654182 19.585942 20.219308 20.268505
#[13] 20.552964 21.388695 21.763587 21.823639 23.168039 26.165269
#[19] 26.843362 29.673405

censored <- x < 18
x[censored] <- 18

sum(censored)
#[11 7

dev.new()
cdfCompareCensored(x, censored)

# Clean up

Example 15-1 of USEPA (2009, page 15-10) gives an example of
computing plotting positions based on censored manganese
concentrations (ppb) in groundwater collected at 5 monitoring
wells. The data for this example are stored in
EPA.09.Ex.15.1.manganese.df. Here we will compare the empirical
cdf based on Kaplan-Meier plotting positions or Michael-Schucany
plotting positions with various assumed distributions

(based on estimating the parameters of these distributions):

1) normal distribution

2) lognormal distribution

3) gamma distribution

e E E E

# First look at the data:
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EPA.09.Ex.15.1.manganese.df
# Sample Well Manganese.Orig.ppb Manganese.ppb Censored

#1 1 Well.1 <5 5.0 TRUE
#2 2 Well.1 12.1 12.1 FALSE
#3 3 Well.1 16.9 16.9 FALSE
#4 4 Well.1 21.6 21.6 FALSE
#5 5 Well.1 <2 2.0 TRUE
#...

#21 1 Well.5 17.9 17.9 FALSE
#22 2 Well.5 22.7 22.7 FALSE
#23 3 Well.5 3.3 3.3 FALSE
#24 4 Well.5 8.4 8.4 FALSE
#25 5 Well.5 <2 2.0 TRUE

longToWide(EPA.09.Ex.15.1.manganese.df,
"Manganese.Orig.ppb"”, "Sample”, "Well”,
paste.row.name = TRUE)

# Well.1 Well.2 Well.3 Well.4 Well.5
#Sample.1 <5 <5 <5 6.3 17.9
#Sample.?2 12.1 7.7 5.3 11.9 22.7
#Sample. 3 16.9 53.6 12.6 10 3.3
#Sample.4  21.6 9.5 106.3 <2 8.4
#Sample.5 <2 45.9 34.5 77.2 <2

# Assume a normal distribution

# Michael-Schucany plotting positions:

dev.new()

with(EPA.99.Ex.15.1.manganese.df,
cdfCompareCensored(Manganese.ppb, Censored))

# Kaplan-Meier plotting positions:
dev.new()
with(EPA.09.Ex.15.1.manganese.df,
cdfCompareCensored(Manganese.ppb, Censored,
prob.method = "kaplan-meier"))

# Assume a lognormal distribution

# Michael-Schucany plotting positions:

dev.new()

with(EPA.99.Ex.15.1.manganese.df,
cdfCompareCensored(Manganese.ppb, Censored, dist = "lnorm"))

# Kaplan-Meier plotting positions:
dev.new()
with(EPA.09.Ex.15.1.manganese.df,
cdfCompareCensored(Manganese.ppb, Censored, dist = "lnorm”,
prob.method = "kaplan-meier"))

cdfCompareCensored
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# Assume a gamma distribution

# Michael-Schucany plotting positions:

dev.new()

with(EPA.09.Ex.15.1.manganese.df,
cdfCompareCensored(Manganese.ppb, Censored, dist = "gamma"))

# Kaplan-Meier plotting positions:
dev.new()
with(EPA.@9.Ex.15.1.manganese.df,
cdfCompareCensored(Manganese.ppb, Censored, dist = "gamma”,
prob.method = "kaplan-meier"))

# Clean up

# Compare the distributions of copper and zinc between the Alluvial Fan Zone
# and the Basin-Trough Zone using the data of Millard and Deverel (1988).
# The data are stored in Millard.Deverel.88.df.

Millard.Deverel.88.df

# Cu.orig Cu Cu.censored Zn.orig Zn Zn.censored Zone Location
#1 <11 TRUE <10 10 TRUE Alluvial.Fan 1
#2 <11 TRUE 9 9 FALSE Alluvial.Fan 2
#3 3 3 FALSE NA  NA FALSE Alluvial.Fan 3
#.

#.

#.

#116 5 5 FALSE 50 50 FALSE Basin.Trough 48
#117 14 14 FALSE 90 90 FALSE Basin.Trough 49
#118 4 4 FALSE 20 20 FALSE Basin.Trough 50

Cu.AF <- with(Millard.Deverel.88.df,
Cu[Zone == "Alluvial.Fan"])

Cu.AF.cen <- with(Millard.Deverel.88.df,
Cu.censored[Zone == "Alluvial.Fan"])

Cu.BT <- with(Millard.Deverel.88.df,
Cu[Zone == "Basin.Trough"1)

Cu.BT.cen <- with(Millard.Deverel.88.df,
Cu.censored[Zone == "Basin.Trough"])

Zn.AF <- with(Millard.Deverel.88.df,
Zn[Zone == "Alluvial.Fan"])

Zn.AF.cen <- with(Millard.Deverel.88.df,
Zn.censored[Zone == "Alluvial.Fan"])

Zn.BT <- with(Millard.Deverel.88.df,
Zn[Zone == "Basin.Trough"])
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Zn.BT.cen <- with(Millard.Deverel.88.df,
Zn.censored[Zone == "Basin.Trough"])

# First compare the copper concentrations

dev.new()
cdfCompareCensored(x = Cu.AF, censored = Cu.AF.cen,
y = Cu.BT, y.censored = Cu.BT.cen)

# Now compare the zinc concentrations

dev.new()
cdfCompareCensored(x = Zn.AF, censored = Zn.AF.cen,
y = Zn.BT, y.censored = Zn.BT.cen)

# Compare the Zinc concentrations again, but delete
# the one "outlier”.

summaryStats(Zn.AF)
# N Mean SD Median Min Max NA's N.Total
#Zn.AF 67 23.5075 74.4192 10 3 620 1 68

summaryStats(Zn.BT)
# N Mean SD Median Min Max
#Zn.BT 50 21.94 18.7044 18.5 3 90

which(Zn.AF == 620)
#[1]1 38

summaryStats(Zn.AF[-38])

# N Mean SD Median Min Max NA's N.Total
#Zn.AF[-38] 66 14.4697 8.1604 10 3 50 1 67
dev.new()

cdfCompareCensored(x = Zn.AF[-38], censored = Zn.AF.cen[-38],
y = Zn.BT, y.censored = Zn.BT.cen)

rm(Cu.AF, Cu.AF.cen, Cu.BT, Cu.BT.cen,
Zn.AF, Zn.AF.cen, Zn.BT, Zn.BT.cen)
graphics.off ()

cdfPlot Plot Cumulative Distribution Function
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Description
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Produce a cumulative distribution function (cdf) plot for a user-specified distribution.

Usage

cdfPlot(distribution = "norm”, param.list = list(mean = @, sd = 1),
left.tail.cutoff = ifelse(is.finite(supp.min), @, 0.001),
right.tail.cutoff = ifelse(is.finite(supp.max), @, 0.001), plot.it = TRUE,
add = FALSE, n.points = 1000, cdf.col = "black”, cdf.lwd = 3 * par("cex"),
cdf.1lty = 1, curve.fill = FALSE, curve.fill.col = "cyan”,

digits =

.Options$digits, ..., type = ifelse(discrete, "s", "1"),

main = NULL, xlab = NULL, ylab = NULL, xlim = NULL, ylim = NULL)

Arguments

distribution

param.list

a character string denoting the distribution abbreviation. The default value is
distribution="norm". See the help file for Distribution.df for a list of
possible distribution abbreviations.

a list with values for the parameters of the distribution. The default value is
param.list=list(mean=0, sd=1). See the help file for Distribution.df
for the names and possible values of the parameters associated with each distri-
bution.

left.tail.cutoff

a numeric scalar indicating what proportion of the left-tail of the probability
distribution to omit from the plot. For densities with a finite support minimum
(e.g., Lognormal) the default value is 9; for all other densities the default value
is 0.001.

right.tail.cutoff

plot.it

add

n.points

cdf.col

cdf. 1lwd

cdf.1lty

a scalar indicating what proportion of the right-tail of the probability distribu-
tion to omit from the plot. For densities with a finite support maximum (e.g.,
Binomial) the default value is 0; for all other densities the default value is 0.001.

a logical scalar indicating whether to create a plot or add to the existing plot (see
add) on the current graphics device. If plot. it=FALSE, no plot is produced, but
a list of (x,y) values is returned (see the section VALUE below). The default
value is plot.it=TRUE.

a logical scalar indicating whether to add the cumulative distribution function
curve to the existing plot (add=TRUE), or to create a new plot (add=FALSE; the
default). This argument is ignored if plot.it=FALSE.

a numeric scalar specifying at how many evenly-spaced points the cumulative
distribution function will be evaluated. The default value is n.points=1000.

a numeric scalar or character string determining the color of the cdf line in the
plot. The default value is pdf.col="black"”. See the entry for col in the help
file for par for more information.

a numeric scalar determining the width of the cdf line in the plot. The default
value is pdf.lwd=3*par("cex"). See the entry for 1wd in the help file for par
for more information.

a numeric scalar determining the line type of the cdf line in the plot. The default
value is pdf.1lty=1. See the entry for 1ty in the help file for par for more
information.
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curve.fill a logical value indicating whether to fill in the area below the cumulative distri-
bution function curve with the color specified by curve.fill.col. The default
value is curve.fill=FALSE.
curve.fill.col when curve.fill=TRUE, a numeric scalar or character string indicating what
color to use to fill in the area below the cumulative distribution function curve.
The default value is curve.fill.col="cyan". See the entry for col in the help
file for par for more information.
digits a scalar indicating how many significant digits to print for the distribution pa-
rameters. The default value is digits=.0ptions$digits.
type, main, xlab, ylab, xlim, ylim,
additional graphical parameters (see 1ines and par). In particular, the argument
type specifies the kind of line type. By default, the function cdfPlot plots a step
function (type="s") for discrete distributions, and plots a straight line between
points (type="1") otherwise. The user may override these defaults by supplying
the graphics parameter type (type="s" for a step function, type="1" for linear
interpolation, type="p" for points only, etc.).
Details
The cumulative distribution function (cdf) of a random variable X, usually denoted F', is defined
as:
Flx)=Pr(X<z) (1)
That is, F'(x) is the probability that X is less than or equal to . This is the probability that the
random variable X takes on a value in the interval (—oo, z] and is simply the (Lebesgue) integral
of the pdf evaluated between —oo and x. That is,
Flz)=Pr(X <z)= / fyde  (2)
where f(t) denotes the probability density function of X evaluated at ¢. For discrete distributions,
Equation (2) translates to summing up the probabilities of all values in this interval:
Flz)=Pr(X<z)= Y [t Y o Prx=t) (3
te(—o0,z] te(—oo,x]
A cumulative distribution function (cdf) plot plots the values of the cdf against quantiles of the
specified distribution. Theoretical cdf plots are sometimes plotted along with empirical cdf plots to
visually assess whether data have a particular distribution.
Value
cdfPlot invisibly returns a list giving coordinates of the points that have been or would have been
plotted:
Quantiles The quantiles used for the plot.
Cumulative.Probabilities
The values of the cdf associated with the quantiles.
Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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References

Forbes, C., M. Evans, N. Hastings, and B. Peacock. (2011). Statistical Distributions. Fourth
Edition. John Wiley and Sons, Hoboken, NJ.

Johnson, N. L., S. Kotz, and A.-W. Kemp. (1992). Univariate Discrete Distributions, Second Edi-
tion. John Wiley and Sons, New York.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1994). Continuous Univariate Distributions, Volume
1. Second Edition. John Wiley and Sons, New York.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1995). Continuous Univariate Distributions, Volume
2. Second Edition. John Wiley and Sons, New York.

See Also

Distribution.df, ecdfPlot, cdfCompare, pdfPlot.

Examples

# Plot the cdf of the standard normal distribution

dev.new()
cdfPlot()

# Plot the cdf of the standard normal distribution
# and a N(2, 2) distribution on the sample plot.

dev.new()
cdfPlot(param.list = list(mean=2, sd=2), main = "")

cdfPlot(add = TRUE, cdf.col = "red")

legend("topleft”, legend = c("N(2,2)", "N(0,1)"),
col = c("black”, "red"), lwd = 3 x par(”"cex"))

title("CDF Plots for Two Normal Distributions")

graphics.off()

chenTTest Chen’s Modified One-Sided t-test for Skewed Distributions

Description

For a skewed distribution, estimate the mean, standard deviation, and skew; test the null hypothesis
that the mean is equal to a user-specified value vs. a one-sided alternative; and create a one-sided
confidence interval for the mean.
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Usage
chenTTest(x, y = NULL, alternative = "greater”, mu = @, paired = !is.null(y),
conf.level = 0.95, ci.method = "z")
Arguments
X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.
y optional numeric vector of observations that are paired with the observations in
x. The length of y must be the same as the length of x. Missing (NA), undefined
(NaN), and infinite (Inf, -Inf) values are allowed but will be removed. This
argument is ignored if paired=FALSE, and must be supplied if paired=TRUE.
The default value is y=NULL.
alternative character string indicating the kind of alternative hypothesis. The possible val-
ues are "greater"” (the default) and "less"”. The value "greater"” should be
used for positively-skewed distributions, and the value "less” should be used
for negatively-skewed distributions.
mu numeric scalar indicating the hypothesized value of the mean. The default value
is mu=0.
paired character string indicating whether to perform a paired or one-sample t-test. The

possible values are paired=FALSE (the default; indicates a one-sample t-test)
and paired=TRUE.

conf.level numeric scalar between 0 and 1 indicating the confidence level associated with
the confidence interval for the population mean. The default value is conf. level=0.95.

ci.method character string indicating which critical value to use to construct the confi-
dence interval for the mean. The possible values are "z" (the default), "t", and
"Avg. of z and t". See the DETAILS section below for more information.

Details

One-Sample Case (paired=FALSE)
Let z = (x1,9,...,%,) be a vector of n independent and identically distributed (i.i.d.) observa-
tions from some distribution with mean p and standard deviation o.

Background: The Conventional Student’s t-Test
Assume that the n observations come from a normal (Gaussian) distribution, and consider the test
of the null hypothesis:

Ho:p=po (1)
The three possible alternative hypotheses are the upper one-sided alternative (alternative="greater"):
Hy:p>po  (2)

the lower one-sided alternative (alternative="1ess"):

Hy:p<po (3)

and the two-sided alternative:
H, : H 7& Ho (4)
The test of the null hypothesis (1) versus any of the three alternatives (2)-(4) is usually based on the
Student t-statistic: B
L — Ho
t= 5
T
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where

n—1
i=1

(see the R help file for t.test). Under the null hypothesis (1), the t-statistic in (5) follows a Stu-
dent’s t-distribution with n — 1 degrees of freedom (Zar, 2010, p.99; Johnson et al., 1995, pp.362-
363). The t-statistic is fairly robust to departures from normality in terms of maintaining Type I
error and power, provided that the sample size is sufficiently large.

Chen’s Modified t-Test for Skewed Distributions

In the case when the underlying distribution of the n observations is positively skewed and the
sample size is small, the sampling distribution of the t-statistic under the null hypothesis (1) does
not follow a Student’s t-distribution, but is instead negatively skewed. For the test against the upper
alternative in (2) above, this leads to a Type I error smaller than the one assumed and a loss of power
(Chen, 1995b, p.767).

Similarly, in the case when the underlying distribution of the n observations is negatively skewed
and the sample size is small, the sampling distribution of the t-statistic is positively skewed. For the
test against the lower alternative in (3) above, this also leads to a Type I error smaller than the one
assumed and a loss of power.

In order to overcome these problems, Chen (1995b) proposed the following modified t-statistic that
takes into account the skew of the underlying distribution:

to =t +a(l+2t%) +4a(t +2t3)  (8)

where ;
N
B=" o)
ﬂs=(n_1ﬁn_2)j (zi— ) (1)

i=1

n

6 = 8 = [ > (@i—2)P? (12)

n—1
i=1

Note that the quantity 4/ Bl in (9) is an estimate of the skew of the underlying distribution and is
based on unbiased estimators of central moments (see the help file for skewness).

For a positively-skewed distribution, Chen’s modified t-test rejects the null hypothesis (1) in favor
of the upper one-sided alternative (2) if the t-statistic in (8) is too large. For a negatively-skewed
distribution, Chen’s modified t-test rejects the null hypothesis (1) in favor of the lower one-sided
alternative (3) if the t-statistic in (8) is too small.

Chen’s modified t-test is not applicable to testing the two-sided alternative (4). It should also not
be used to test the upper one-sided alternative (2) based on negatively-skewed data, nor should it be
used to test the lower one-sided alternative (3) based on positively-skewed data.

Determination of Critical Values and p-Values
Chen (1995b) performed a simulation study in which the modified t-statistic in (8) was compared
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to a critical value based on the normal distribution (z-value), a critical value based on Student’s
t-distribution (t-value), and the average of the critical z-value and t-value. Based on the simulation
study, Chen (1995b) suggests using either the z-value or average of the z-value and t-value when n
(the sample size) is small (e.g., n < 10) or « (the Type I error) is small (e.g. o < 0.01), and using
either the t-value or the average of the z-value and t-value when n > 20 or o > 0.05.

The function chenTTest returns three different p-values: one based on the normal distribution, one
based on Student’s t-distribution, and one based on the average of these two p-values. This last
p-value should roughly correspond to a p-value based on the distribution of the average of a normal
and Student’s t random variable.

Computing Confidence Intervals

The function chenTTest computes a one-sided confidence interval for the true mean p based on
finding all possible values of p for which the null hypothesis (1) will not be rejected, with the
confidence level determined by the argument conf.level. The argument ci.method determines
which p-value is used in the algorithm to determine the bounds on p. When ci.method="z", the
p-value is based on the normal distribution, when ci.method="t", the p-value is based on Student’s
t-distribution, and when ci.method="Avg. of z and t" the p-value is based on the average of
the p-values based on the normal and Student’s t-distribution.

Paired-Sample Case (paired=TRUE)
When the argument paired=TRUE, the arguments x and y are assumed to have the same length, and
the n differences

di:xi_yi; i:1,2,...,n

are assumed to be i.i.d. observations from some distribution with mean y and standard deviation o.
Chen’s modified t-test can then be applied to the differences.

Value

alistof class "htest” containing the results of the hypothesis test. See the help file for htest.object
for details.

Note

The presentation of Chen’s (1995b) method in USEPA (2002d) and Singh et al. (2010b, p. 52) is
incorrect for two reasons: it is based on an intermediate formula instead of the actual statistic that
Chen proposes, and it uses the intermediate formula to compute an upper confidence limit for the
mean when the sample data are positively skewed. As explained above, for the case of positively
skewed data, Chen’s method is appropriate to test the upper one-sided alternative hypothesis that the
population mean is greater than some specified value, and a one-sided upper alternative corresponds
to creating a one-sided lower confidence limit, not an upper confidence limit (see, for example,
Millard and Neerchal, 2001, p. 371).

A frequent question in environmental statistics is “Is the concentration of chemical X greater than
Y units?” For example, in groundwater assessment (compliance) monitoring at hazardous and solid
waste sites, the concentration of a chemical in the groundwater at a downgradient may be compared
to a groundwater protection standard (GWPS). If the concentration is “above” the GWPS, then the
site enters corrective action monitoring. As another example, soil screening at a Superfund site
involves comparing the concentration of a chemical in the soil with a pre-determined soil screening
level (SSL). If the concentration is “above” the SSL, then further investigation and possible remedial
action is required. Determining what it means for the chemical concentration to be “above” a GWPS
or an SSL is a policy decision: the average of the distribution of the chemical concentration must
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be above the GWPS or SSL, or the median must be above the GWPS or SSL, or the 95°th percentile
must be above the GWPS or SSL, or something else. Often, the first interpretation is used.

The regulatory guidance document Soil Screening Guidance: Technical Background Document
(USEPA, 1996¢, Part 4) recommends using Chen’s t-test as one possible method to compare chem-
ical concentrations in soil samples to a soil screening level (SSL). The document notes that the
distribution of chemical concentrations will almost always be positively-skewed, but not necessar-
ily fit a lognormal distribution well (USEPA, 1996c, pp.107, 117-119). It also notes that using a
confidence interval based on Land’s (1971) method is extremely sensitive to the assumption of a
lognormal distribution, while Chen’s test is robust with respect to maintaining Type I and Type 11
errors for a variety of positively-skewed distributions (USEPA, 1996¢, pp.99, 117-119, 123-125).

Hypothesis tests you can use to perform tests of location include: Student’s t-test, Fisher’s random-
ization test, the Wilcoxon signed rank test, Chen’s modified t-test, the sign test, and a test based
on a bootstrap confidence interval. For a discussion comparing the performance of these tests, see
Millard and Neerchal (2001, pp.408—409).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Chen, L. (1995b). Testing the Mean of Skewed Distributions. Journal of the American Statistical
Association 90(430), 767-772.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1995). Continuous Univariate Distributions, Volume
2. Second Edition. John Wiley and Sons, New York, Chapters 28, 31.

Land, C.E. (1971). Confidence Intervals for Linear Functions of the Normal Mean and Variance.
The Annals of Mathematical Statistics 42(4), 1187-1205.

Millard, S.P., and N.K. Neerchal. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, FL, pp.402-404.

Singh, A., N. Armbya, and A. Singh. (2010b). ProUCL Version 4.1.00 Technical Guide (Draft).
EPA/600/R-07/041, May 2010. Office of Research and Development, U.S. Environmental Protec-
tion Agency, Washington, D.C.
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PB96963502. Office of Emergency and Remedial Response, U.S. Environmental Protection Agency,
Washington, D.C., May, 1996.
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sponse, U.S. Environmental Protection Agency, Washington, D.C.
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See Also

t.test, elnorm, elnormAlt.

Examples

# The guidance document "Calculating Upper Confidence Limits for

# Exposure Point Concentrations at Hazardous Waste Sites”

# (USEPA, 2002d, Exhibit 9, p. 16) contains an example of 6@ observations
# from an exposure unit. Here we will use Chen's modified t-test to test
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# the null hypothesis that the average concentration is less than 30 mg/L
# versus the alternative that it is greater than 30 mg/L.
# In EnvStats these data are stored in the vector EPA.02d.Ex.9.mg.per.L.vec.

sort(EPA.Q2d.Ex.9.mg.per.L.vec)

# [11 16 17 17 17 18 18 20 20 20 21 21 21 21 21 21 22
#[17]1 22 22 23 23 23 23 24 24 24 25 25 25 25 25 25 26
#[33] 26 26 26 27 27 28 28 28 28 29 29 30 30 31 32 32
#[49] 32 33 33 35 35 97 98 105 107 111 117 119

dev.new()
hist(EPA.@2d.Ex.9.mg.per.L.vec, col = "cyan”, xlab = "Concentration (mg/L)")

# The Shapiro-Wilk goodness-of-fit test rejects the null hypothesis of a
# normal, lognormal, and gamma distribution:

gofTest(EPA.02d.Ex.9.mg.per.L.vec)$p.value
#[1] 2.496781e-12

gofTest(EPA.02d.Ex.9.mg.per.L.vec, dist = "lnorm")$p.value
#[1] 3.349035e-09

gofTest(EPA.02d.Ex.9.mg.per.L.vec, dist = "gamma")$p.value

#[1] 1.564341e-10

# Use Chen's modified t-test to test the null hypothesis that
# the average concentration is less than 30 mg/L versus the
# alternative that it is greater than 30 mg/L.
chenTTest(EPA.Q2d.Ex.9.mg.per.L.vec, mu = 30)

#Results of Hypothesis Test

# __________________________

#

#Null Hypothesis: mean = 30

#

#Alternative Hypothesis: True mean is greater than 30
#

#Test Name: One-sample t-Test

# Modified for

# Positively-Skewed Distributions
# (Chen, 1995)

#

#Estimated Parameter(s): mean = 34.566667

# sd = 27.330598

# skew = 2.365778

#

#Data: EPA.Q2d.Ex.9.mg.per.L.vec
#

#Sample Size: 60

#

#Test Statistic: t = 1.574075

#

#Test Statistic Parameter: df = 59

#

#P-values: z = 0.05773508
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#
#
#
#Confidence
#
#Confidence
#
#Confidence
#

Interval for:

Interval Method:

Interval Type:

#Confidence Level:

#
#Confidence
#

# The estimated mean, standard deviation, and skew are 35, 27, and 2.4,

The p-value is 0.06, and the lower 95% confidence interval
Depending on what you use for your Type I error rate, you

# may or may not want to reject the null hypothesis.

# respective
# is [29.8,

Interval:

ly.
Inf).

t

Avg. of z and t

mean
Based on z
Lower

95%

LCL = 29.82
ucL = Inf

0.06040889
0.05907199
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The Chi Distribution

Description

Density, distribution function, quantile function, and random generation for the chi distribution.

Usage
dchi(x, df)
pchi(q, df)
gchi(p, df)
rchi(n, df)
Arguments
X
q
p
n
df
Details

vector of (positive) quantiles.

vector of (positive) quantiles.

vector of probabilities between 0 and 1.

sample size. If length(n) is larger than 1, then length(n) random values are

returned.

vector of (positive) degrees of freedom (> 0). Non-integer values are allowed.

Elements of x, g, p, or df that are missing will cause the corresponding elements of the result to be
missing.

The chi distribution with n degrees of freedom is the distribution of the positive square root of a

random variable having a chi-squared distribution with n degrees of freedom.

The chi density function is given by:

f(a,v) = g(a®,v)2a,0 > 0

where g(z, ) denotes the density function of a chi-square random variable with n degrees of free-
dom.
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Value

density (dchi), probability (pchi), quantile (qchi), or random sample (rchi) for the chi distribution
with df degrees of freedom.

Note

The chi distribution takes on positive real values. It is important because for a sample of n obser-
vations from a normal distribution, the sample standard deviation multiplied by the square root of
the degrees of freedom v and divided by the true standard deviation follows a chi distribution with
v degrees of freedom. The chi distribution is also used in computing exact prediction intervals for
the next & observations from a normal distribution (see predIntNorm).

Author(s)
Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Forbes, C., M. Evans, N. Hastings, and B. Peacock. (2011). Statistical Distributions. Fourth
Edition. John Wiley and Sons, Hoboken, NJ.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1995). Continuous Univariate Distributions, Volume
1. Second Edition. John Wiley and Sons, New York.

See Also

Chisquare, Normal, predIntNorm, Probability Distributions and Random Numbers.

Examples

# Density of a chi distribution with 4 degrees of freedom, evaluated at 3:

dchi(3, 4)
#[1] ©.1499715

# The 95'th percentile of a chi distribution with 10 degrees of freedom:

qchi(.95, 10)
#[1] 4.278672

# The cumulative distribution function of a chi distribution with
# 5 degrees of freedom evaluated at 3:

pchi(3, 5)
#[1] 0.8909358

# A random sample of 2 numbers from a chi distribution with 7 degrees of freedom.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(20)
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rchi(2, 7)
#[1] 3.271632 2.035179

ciBinomHalfWidth Half-Width of Confidence Interval for Binomial Proportion or Differ-
ence Between Two Proportions

Description

Compute the half-width of a confidence interval for a binomial proportion or the difference between
two proportions, given the sample size(s), estimated proportion(s), and confidence level.

Usage

ciBinomHalfWidth(n.or.n1, p.hat.or.pl.hat = 0.5,
n2 = n.or.n1, p2.hat = 0.4, conf.level = 0.95,
sample.type = "one.sample”, ci.method = "score",
correct = TRUE, warn = TRUE)

Arguments

n.or.nl numeric vector of sample sizes.
When sample. type="one.sample”, n.or.n1 denotes n, the number of obser-
vations in the single sample.
When sample. type="two.sample”, n.or.n1 denotes n, the number of obser-
vations from group 1.
Missing (NA), undefined (NaN), and infinite (Inf, -Inf) values are not allowed.
p.hat.or.pl.hat
numeric vector of estimated proportions.
When sample. type="one.sample”, p.hat.or.p1.hat denotes the estimated
value of p, the probability of “success”.
When sample. type="two.sample”, p.hat.or.p1.hat denotes the estimated
value of py, the probability of “success” in group 1.
Missing (NA), undefined (NaN), and infinite (Inf, -Inf) values are not allowed.

n2 numeric vector of sample sizes for group 2. The default value is the value of
n.or.nl. This argument is ignored when sample. type="one.sample”. Miss-
ing (NA), undefined (NaN), and infinite (Inf, -Inf) values are not allowed.

p2.hat numeric vector of estimated proportions for group 2. This argument is ignored
when sample. type="one.sample". Missing (NA), undefined (NaN), and infinite
(Inf, -Inf) values are not allowed.

conf.level numeric vector of numbers between 0 and 1 indicating the confidence level as-
sociated with the confidence interval(s). The default value is conf. level=0.95.

sample. type character string indicating whether this is a one-sample or two-sample confi-
dence interval. When sample.type="one.sample"”, the computed half-width
is based on a confidence interval for a single proportion. When
sample.type="two.sample"”, the computed half-width is based on a confi-
dence interval for the difference between two proportions. The default value
is sample. type="one.sample” unless the argument n2 or p2.hat is supplied.
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ci.method character string indicating which method to use to construct the confidence in-
terval. Possible values are "score” (the default), "exact”,
"adjusted Wald”, and "Wald” (the "Wald" method is never recommended but
is included for historical purposes). The exact method is only available for the
one-sample case, i.e., when sample. type="one.sample”.

correct logical scalar indicating whether to use the continuity correction when
ci.method="score"” or ci.method="Wald".
The default value is correct=TRUE.

warn logical scalar indicating whether to issue a warning when
ci.method="Wald" for cases when the normal approximation to the binomial
distribution probably is not accurate. The default value is warn=TRUE.

Details

If the arguments n.or.n1, p.hat.or.p1.hat, n2, p2.hat, and conf.level are not all the same
length, they are replicated to be the same length as the length of the longest argument.

The values of p.hat.or.p1.hat and p2.hat are automatically adjusted to the closest legitimate
values, given the user-supplied values of n.or.n1 and n2. For example, if n.or.n1=5, legiti-
mate values for p.hat.or.p1.hat are 0, 0.2, 0.4, 0.6, 0.8 and 1. In this case, if the user supplies
p.hat.or.p1.hat=0.45, then p.hat.or.p1.hat is reset to

p.hat.or.pl1.hat=0.4, and if the user supplies p.hat.or.p1.hat=0.55,

then p.hat.or.p1.hat is reset to p.hat.or.p1.hat=0.6. In cases where the two closest legiti-
mate values are equal distance from the user-suppled value of p.hat.or.p1.hat or p2.hat, the
value closest to 0.5 is chosen since that will tend to yield the wider confidence interval.

One-Sample Case (sample. type="one.sample").

ci.method="score" The confidence interval for p based on the score method was developed by
Wilson (1927) and is discussed by Newcombe (1998a), Agresti and Coull (1998), and Agresti
and Caffo (2000). When ci=TRUE and ci.method="score", the function ebinom calls the
R function prop.test to compute the confidence interval. This method has been shown to
provide the best performance (in terms of actual coverage matching assumed coverage) of all
the methods provided here, although unlike the exact method, the actual coverage can fall
below the assumed coverage.

ci.method="exact"” The confidence interval for p based on the exact (Clopper-Pearson) method is
discussed by Newcombe (1998a), Agresti and Coull (1998), and Zar (2010, pp.543-547). This
is the method used in the R function binom. test. This method ensures the actual coverage is
greater than or equal to the assumed coverage.

ci.method="Wald" The confidence interval for p based on the Wald method (with or without a
correction for continuity) is the usual “normal approximation” method and is discussed by
Newcombe (1998a), Agresti and Coull (1998), Agresti and Caffo (2000), and Zar (2010,
pp-543-547). This method is never recommended but is included for historical purposes.

ci.method="adjusted Wald” The confidence interval for p based on the adjusted Wald method is
discussed by Agresti and Coull (1998), Agresti and Caffo (2000), and Zar (2010, pp.543-547).
This is a simple modification of the Wald method and performs surpringly well.

Two-Sample Case (sample.type="two.sample").

ci.method="score" This method is presented in Newcombe (1998b) and is based on the score
method developed by Wilson (1927) for the one-sample case. This is the method used by
the R function prop.test. In a comparison of 11 methods, Newcombe (1998b) showed this
method performs remarkably well.
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ci.method="Wald" The confidence interval for the difference between two proportions based on
the Wald method (with or without a correction for continuity) is the usual “normal approxi-
mation” method and is discussed by Newcombe (1998b), Agresti and Caffo (2000), and Zar
(2010, pp.549-552). This method is not recommended but is included for historical purposes.

ci.method="adjusted Wald” This method is discussed by Agresti and Caffo (2000), and Zar
(2010, pp.549-552). This is a simple modification of the Wald method and performs surpringly
well.

Value

a list with information about the half-widths, sample sizes, and estimated proportions.

One-Sample Case (sample.type="one.sample").
When sample. type="one.sample”, the function ciBinomHalfWidth returns a list with these com-

ponents:

half.width the half-width(s) of the confidence interval(s)

n the sample size(s) associated with the confidence interval(s)
p.hat the estimated proportion(s)

method the method used to construct the confidence interval(s)

Two-Sample Case (sample.type="two.sample").
When sample. type="two.sample”, the function ciBinomHalfWidth returns a list with these com-

ponents:
half.width the half-width(s) of the confidence interval(s)
ni the sample size(s) for group 1 associated with the confidence interval(s)
pl.hat the estimated proportion(s) for group 1
n2 the sample size(s) for group 2 associated with the confidence interval(s)
p2.hat the estimated proportion(s) for group 2
method the method used to construct the confidence interval(s)
Note

The binomial distribution is used to model processes with binary (Yes-No, Success-Failure, Heads-
Tails, etc.) outcomes. It is assumed that the outcome of any one trial is independent of any other
trial, and that the probability of “success”, p, is the same on each trial. A binomial discrete random
variable X is the number of “successes” in n independent trials. A special case of the binomial
distribution occurs when n = 1, in which case X is also called a Bernoulli random variable.

In the context of environmental statistics, the binomial distribution is sometimes used to model the
proportion of times a chemical concentration exceeds a set standard in a given period of time (e.g.,
Gilbert, 1987, p.143), or to compare the proportion of detects in a compliance well vs. a background
well (e.g., USEPA, 1989b, Chapter 8, p.3-7). (However, USEPA 2009, p.8-27 recommends using
the Wilcoxon rank sum test (wilcox. test) instead of comparing proportions.)

In the course of designing a sampling program, an environmental scientist may wish to determine
the relationship between sample size, confidence level, and half-width if one of the objectives of the
sampling program is to produce confidence intervals. The functions ciBinomHalfWidth, ciBinomN,
and plotCiBinomDesign can be used to investigate these relationships for the case of binomial
proportions.
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See Also

ciBinomN, plotCiBinomDesign, ebinom, binom. test, prop. test.

Examples

# Look at how the half-width of a one-sample confidence interval
# decreases with sample size:

ciBinomHalfWidth(n.or.n1 = c(10, 50, 100, 500))
#$half.width
#[1] 0.26340691 0.13355486 0.09616847 0.04365873
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#

#$n

#[11 10 50 100 500

#

#$p.hat

#[1] 0.5 0.5 0.5 0.5

#

#$method

#[1] "Score normal approximation, with continuity correction”

# Look at how the half-width of a one-sample confidence interval
# tends to decrease as the estimated value of p decreases below
# 0.5 or increases above 0.5:

seq(@0.2, 0.8, by

=0.1)
#[1] 0.2 0.3 0.4 0.

0.1

50.6 0.7 0.8

ciBinomHalfWidth(n.or.n1 = 30, p.hat = seq(0.2, 0.8, by = 0.1))
#$half.width

#[1] ©.1536299 ©0.1707256 0.1801322 0.1684587 0.1801322 0.1707256
#[7] 0.1536299

#

#$n

#[1] 30 30 30 30 30 30 30

#

#$p.hat

#[1] 0.2 0.3 0.4 0.5 0.6 0.7 0.8
#

#$method

#[1] "Score normal approximation, with continuity correction”

# Look at how the half-width of a one-sample confidence interval
# increases with increasing confidence level:

ciBinomHalfWidth(n.or.n1 = 20, conf.level = c(0.8, 0.9, 0.95, 0.99))
#$half.width
#[1] 0.1377380 0.1725962 0.2007020 0.2495523

#

#$n

#[1] 20 20 20 20

#

#$p.hat

#[1] 0.5 0.5 0.5 0.5
#

#$method

#[1] "Score normal approximation, with continuity correction”

# Compare the half-widths for a one-sample
# confidence interval based on the different methods:

ciBinomHalfWidth(n.or.n1 = 30, ci.method = "score”)$half.width
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#[1] 0.1684587

ciBinomHalfWidth(n.or.n1 = 30, ci.method = "exact”)$half.width
#[1] 0.1870297

ciBinomHalfWidth(n.or.n1 = 30, ci.method = "adjusted Wald")$half.width
#[1] 0.1684587

ciBinomHalfWidth(n.or.n1
#[1] 0.1955861

30, ci.method

"Wald”)$half.width

# Look at how the half-width of a two-sample
# confidence interval decreases with increasing
# sample sizes:

ciBinomHalfWidth(n.or.n1 = c(10, 50, 100, 500), sample.type = "two")
#$half.width
#[1] 0.53385652 0.21402654 0.14719748 0.06335658

#

#$n1

#[1]1 10 50 100 500
#

#$p1.hat

#[1] 0.5 0.5 0.5 0.5
#

#$n2

#[1]1 10 50 100 500
#

#$p2.hat

#[1] 0.4 0.4 0.4 0.4
#

#$method

#[1] "Score normal approximation, with continuity correction”

ciBinomN Sample Size for Specified Half-Width of Confidence Interval for Bino-
mial Proportion or Difference Between Two Proportions

Description

Compute the sample size necessary to achieve a specified half-width of a confidence interval for a
binomial proportion or the difference between two proportions, given the estimated proportion(s),
and confidence level.

Usage
ciBinomN(half.width, p.hat.or.pl.hat = 0.5, p2.hat = 0.4,
conf.level = 0.95, sample.type = "one.sample”, ratio = 1,
ci.method = "score", correct = TRUE, warn = TRUE,

n.or.nl.min = 2, n.or.nl.max = 10000,
tol.half.width = 5e-04, tol.p.hat = 5e-04,
tol = le-7, maxiter = 1000)
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Arguments

half.width numeric vector of (positive) half-widths. Missing (NA), undefined (NaN), and
infinite (Inf, -Inf) values are not allowed.

p.hat.or.pl.hat
numeric vector of estimated proportions.
When sample.type="one.sample”, p.hat.or.p1.hat denotes the estimated
value of p, the probability of “success”.
When sample. type="two.sample”, p.hat.or.p1.hat denotes the estimated
value of pj, the probability of “success” in group 1.
Missing (NA), undefined (NaN), and infinite (Inf, -Inf) values are not allowed.

p2.hat numeric vector of estimated proportions for group 2. This argument is ignored
when sample. type="one.sample”. Missing (NA), undefined (NaN), and infinite
(Inf, -Inf) values are not allowed.

conf.level numeric vector of numbers between 0 and 1 indicating the confidence level as-
sociated with the confidence interval(s). The default value is conf.level=0.95.

sample. type character string indicating whether this is a one-sample or two-sample confi-
dence interval.
When sample.type="one.sample"”, the computed half-width is based on a
confidence interval for a single proportion.
When sample.type="two.sample”, the computed half-width is based on a
confidence interval for the difference between two proportions.
The default value is sample.type="one.sample" unless the argument p2.hat
or ratio is supplied.

ratio numeric vector indicating the ratio of sample size in group 2 to sample size in
group 1 (ny/ny). The default value is ratio=1. All values of ratio must be
greater than or equal to 1. This argument is ignored if
sample.type="one.sample”.

ci.method character string indicating which method to use to construct the confidence in-
terval. Possible values are:

e "score"” (the default),
e "exact"”,
e "adjusted Wald” and,

e "Wald"” (the "Wald" method is never recommended but is included for his-
torical purposes).

The exact method is only available for the one-sample case, i.e., when
sample.type="one.sample".

correct logical scalar indicating whether to use the continuity correction when
ci.method="score"” or ci.method="Wald". The default value is
correct=TRUE.

warn logical scalar indicating whether to issue a warning when ci.method="Wald"
for cases when the normal approximation to the binomial distribution probably
is not accurate. The default value is warn=TRUE.

n.or.nl.min integer indicating the minimum allowed value for
n (sample. type="one.sample") or
ny (sample.type="two.sample”).
The default value is n.or.n1.min=2.

n.or.nl.max integer indicating the maximum allowed value for
n (sample.type="one.sample") or
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n1 (sample.type="two.sample").
The default value is n.or.n1.max=10000.

tol.half.width numeric scalar indicating the tolerance to use for the half width for the search
algorithm. The sample sizes are computed so that the actual half width is
less than or equal to half.width + tol.half.width. The default value is
tol.half.width=5e-04.

tol.p.hat numeric scalar indicating the tolerance to use for the estimated proportion(s)
for the search algorithm. For the one-sample case, the sample sizes are com-
puted so that the absolute value of the difference between the user supplied
value of p.hat.or.p1.hat and the actual estimated proportion is less than or
equal to tol.p.hat. For the two-sample case, the sample sizes are computed
so that the absolute value of the difference between the user supplied value of
p.hat.or.pl.hat and the actual estimated proportion for group 1 is less than
or equal to tol.p.hat, and the absolute value of the difference between the user
supplied value of p2.hat and the actual estimated proportion for group 2 is less
than or equal to tol.p.hat. The default value is tol.p.hat=0.005.

tol positive scalar indicating the tolerance to use for the search algorithm (passed to
uniroot). The default value is tol=1e-7.

maxiter integer indicating the maximum number of iterations to use for the search algo-
rithm (passed to uniroot). The default value is maxiter=1000.

Details

If the arguments half.width, p.hat.or.p1.hat, p2.hat, conf.level and ratio are not all the
same length, they are replicated to be the same length as the length of the longest argument.

For the one-sample case, the arguments p.hat.or.p1.hat, tol.p.hat, half.width, and tol.half.width
must satisfy:

(p.hat.or.pl.hat + tol.p.hat + half.width + tol.half.width) <= 1,

and

(p.hat.or.pl.hat - tol.p.hat - half.width - tol.half.width) >= 0.

For the two-sample case, the arguments p.hat.or.p1.hat, p2.hat, tol.p.hat,

half.width, and tol.half.width must satisfy:

((p.hat.or.pl.hat + tol.p.hat) - (p2.hat - tol.p.hat) + half.width + tol.half.width) <=1,
and

((p.hat.or.pl.hat - tol.p.hat) - (p2.hat + tol.p.hat) - half.width - tol.half.width) >= -1.

The function ciBinomN uses the search algorithm in the function uniroot to call the function
ciBinomHalfWidth to find the values of n (sample.type="one.sample"”) or n; and ns

(sample. type="two.sample") that satisfy the requirements for the half-width, estimated propor-
tions, and confidence level. See the Details section of the help file for ciBinomHalfWidth for more
information.

Value

a list with information about the sample sizes, estimated proportions, and half-widths.

One-Sample Case (sample. type="one.sample").
When sample. type="one.sample”, the function ciBinomN returns a list with these components:

n the sample size(s) associated with the confidence interval(s)
p.hat the estimated proportion(s)
half.width the half-width(s) of the confidence interval(s)
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method the method used to construct the confidence interval(s)

Two-Sample Case (sample.type="two.sample").
When sample.type="two.sample", the function ciBinomN returns a list with these components:

ni the sample size(s) for group 1 associated with the confidence interval(s)
n2 the sample size(s) for group 2 associated with the confidence interval(s)
p1.hat the estimated proportion(s) for group 1
p2.hat the estimated proportion(s) for group 2
half.width the half-width(s) of the confidence interval(s)
method the method used to construct the confidence interval(s)

Note

The binomial distribution is used to model processes with binary (Yes-No, Success-Failure, Heads-
Tails, etc.) outcomes. It is assumed that the outcome of any one trial is independent of any other
trial, and that the probability of “success”, p, is the same on each trial. A binomial discrete random
variable X is the number of “successes” in n independent trials. A special case of the binomial
distribution occurs when n = 1, in which case X is also called a Bernoulli random variable.

In the context of environmental statistics, the binomial distribution is sometimes used to model the
proportion of times a chemical concentration exceeds a set standard in a given period of time (e.g.,
Gilbert, 1987, p.143), or to compare the proportion of detects in a compliance well vs. a background
well (e.g., USEPA, 1989b, Chapter 8, p.3-7). (However, USEPA 2009, p.8-27 recommends using
the Wilcoxon rank sum test (wilcox. test) instead of comparing proportions.)

In the course of designing a sampling program, an environmental scientist may wish to determine
the relationship between sample size, confidence level, and half-width if one of the objectives of the
sampling program is to produce confidence intervals. The functions ciBinomHalfWidth, ciBinomN,
and plotCiBinomDesign can be used to investigate these relationships for the case of binomial
proportions.
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See Also

ciBinomHalfWidth, uniroot, plotCiBinomDesign, ebinom,
binom. test, prop.test.

Examples

# Look at how the required sample size of a one-sample

# confidence interval increases with decreasing
# required half-width:

ciBinomN(half.width = c(0.1, 0.05, 0.03))
#$n
#[1] 92 374 1030

#

#$p.hat

#[1] 0.5 0.5 0.5
#

#$half.width

#[1] 0.10010168 0.05041541 0.03047833
#

#$method

#[1] "Score normal approximation, with continuity correction”

# Note that the required sample size decreases if we are less
# stringent about how much the confidence interval width can
# deviate from the supplied value of the 'half.width' argument:

ciBinomN(half.width = c(@.1, 9.05, 0.03), tol.half.width = 0.005)

#$n

#[1] 84 314 782
#

#$p.hat

ciBinomN
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#[1] 0.5 0.5 0.5

#

#$half.width

#[1] 0.10456066 0.05496837 0.03495833

#

#$method

#[1] "Score normal approximation, with continuity correction”

# Look at how the required sample size for a one-sample
# confidence interval tends to decrease as the estimated
# value of p decreases below 0.5 or increases above 0.5:

seq(0.2, 0.8, by

=0.1)
#[1] 0.2 0.3 0.4 0.

0.1

50.6 0.7 0.8

ciBinomN(half.width = 0.1, p.hat = seq(@.2, 0.8, by = 0.1))
#$n

#[1] 70 90 100 92 100 90 70

#

#$p.hat

#[1] 0.2 0.3 0.4 0.5 0.6 0.7 0.8

#

#$half.width

#[1] 0.09931015 ©0.09839843 0.09910818 0.10010168 ©.09910818 0.09839843
#[7] 0.09931015

#

#$method

#[1] "Score normal approximation, with continuity correction”

# Look at how the required sample size for a one-sample
# confidence interval increases with increasing confidence level:

ciBinomN(half.width = .05, conf.level = c(0.8, 0.9, 0.95, 0.99))

#$n

#[1] 160 264 374 644
#

#$p.hat

#[1] 0.5 0.5 0.5 0.5
#

#$half.width

#[1] 0.05039976 0.05035948 0.05041541 0.05049152

#

#$method

#[1] "Score normal approximation, with continuity correction”

# Compare required sample size for a one-sample
# confidence interval based on the different methods:

ciBinomN(half.width = .05, ci.method = "score")
#%n
#[1] 374
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#
#$p.hat
#[11 0.5
#

#$half.width

#[1] 0.05041541

#

#$method

#[1] "Score normal approximation, with continuity correction”

ciBinomN(half.width = .05, ci.method = "exact”)

#3n

#[1] 394
#
#$p.hat
#[1] 0.5
#

#$half.width
#[1] 0.05047916
#

#$method

#[1] "Exact”

ciBinomN(half.width = .05, ci.method = "adjusted Wald")

#$n

#[1] 374
#
#$p.hat
#[1] 0.5
#

#$half.width

#[1] 0.05041541

#

#$method

#[1] "Adjusted Wald normal approximation”

ciBinomN(half.width = .05, ci.method = "Wald")

#$n

#[1] 398
#
#$p.hat
#[1] 0.5
#

#$half.width

#[1] 0.05037834

#

#$method

#[1] "Wald normal approximation, with continuity correction”

## Not run:

# Look at how the required sample size of a two-sample
# confidence interval increases with decreasing

# required half-width:

ciBinomN(half.width = c(0.1, 0.05, 0.03), sample.type = "two")
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#3n1

#[1]1 210 778 2089

#

#$n2

#[1]1 210 778 2089

#

#$p1.hat

#[1] 0.5000000 0.5000000 0.4997607
#

#$p2.hat

#[1] 0.4000000 ©.3997429 0.4001915
#

#$half.width

#[1] 0.09943716 0.05047044 0.03049753

#

#$method

#[1] "Score normal approximation, with continuity correction”

## End(Not run)

ciNormHalfWwidth Half-Width of Confidence Interval for Normal Distribution Mean or
Difference Between Two Means

Description

Compute the half-width of a confidence interval for the mean of a normal distribution or the dif-
ference between two means, given the sample size(s), estimated standard deviation, and confidence
level.

Usage

ciNormHalfWidth(n.or.n1, n2 = n.or.nt,
sigma.hat = 1, conf.level = 0.95,
sample.type = ifelse(missing(n2), "one.sample”, "two.sample"))

Arguments

n.or.nl numeric vector of sample sizes. When sample.type="one.sample”, this ar-
gument denotes n, the number of observations in the single sample. When
sample.type="two.sample", this argument denotes n;, the number of obser-
vations from group 1. Missing (NA), undefined (NaN), and infinite (Inf, -Inf)
values are not allowed.

n2 numeric vector of sample sizes for group 2. The default value is the value of
n.or.nl. This argument is ignored when sample. type="one.sample”. Miss-
ing (NA), undefined (NaN), and infinite (Inf, -Inf) values are not allowed.

sigma.hat numeric vector specifying the value(s) of the estimated standard deviation(s).

conf.level numeric vector of numbers between 0 and 1 indicating the confidence level as-
sociated with the confidence interval(s). The default value is conf. level=0.95.
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sample.type character string indicating whether this is a one-sample

(sample.type="one.sample”) or two-sample
(sample.type="two.sample") confidence interval.
When sample.type="one.sample”, the computed half-width is based on a
confidence interval for a single mean.
When sample.type="two.sample"”, the computed half-width is based on a
confidence interval for the difference between two means.
The default value is sample.type="one.sample” unless the argument n2 is
supplied.

Details

If the arguments n.or.n1, n2, sigma.hat, and conf.level are not all the same length, they are
replicated to be the same length as the length of the longest argument.

One-Sample Case (sample.type="one.sample")
Let x = x1, 29, ..., 2, denote a vector of n observations from a normal distribution with mean y
and standard deviation o. A two-sided (1 — «)100% confidence interval for  is given by:

[ﬂ—t(n—l,l—a/2)%,/l—i—t(n—l,l—oé/?)%] (1)
where .
~2 2 1 L 7)\2
o =S5 = n—1 i:1(xl Ji) (3)

and t(v, p) is the p’th quantile of Student’s t-distribution with v degrees of freedom (Zar, 2010;
Gilbert, 1987; Ott, 1995; Helsel and Hirsch, 1992). Thus, the half-width of this confidence interval
is given by:

o

HWzt(n—l,l—a/Q)\/ﬁ

(4)

Two-Sample Case (sample. type="two.sample")

Let ; = x11,%12,...,Z1n, denote a vector of n; observations from a normal distribution with
mean j; and standard deviation o, and let £, = x21, %22, . . ., T2n, denote a vector of ny observa-
tions from a normal distribution with mean p and standard deviation o. A two-sided (1 — «)100%
confidence interval for p1; — s is given by:

P . 1 1 R R 1 1
[(fn—f2)—t(n1+ne=2,1-/2)61 [ — + —, (ln—fiz)+t(n1+n2—2,1-a/2)6/ — + —]
ny no ni )
where
1 &
=T, = — z1;  (6)
ny <
=1
1 &
flo = Tg = . ;Im (7
o o (m—1)si+ (ng—1)s3
6" =s, = (8)
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1 &
53 = D (w2 —72)*  (10)
i=1
(Zar, 2010, p.142; Helsel and Hirsch, 1992, p.135, Berthouex and Brown, 2002, pp.157-158). Thus,
the half-width of this confidence interval is given by:

1 1
HW =t(ny +ny—2,1—a/2)5y/ — + — (11)
ny N2
Note that for the two-sample case, the function ciNormHalfWidth assumes the two populations
have the same standard deviation.

Value

a numeric vector of half-widths.

Note

The normal distribution and lognormal distribution are probably the two most frequently used dis-
tributions to model environmental data. In order to make any kind of probability statement about a
normally-distributed population (of chemical concentrations for example), you have to first estimate
the mean and standard deviation (the population parameters) of the distribution. Once you estimate
these parameters, it is often useful to characterize the uncertainty in the estimate of the mean. This
is done with confidence intervals.

In the course of designing a sampling program, an environmental scientist may wish to determine
the relationship between sample size, confidence level, and half-width if one of the objectives of the
sampling program is to produce confidence intervals. The functions ciNormHalfWidth, ciNormN,
and plotCiNormDesign can be used to investigate these relationships for the case of normally-
distributed observations.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
Berthouex, P.M., and L.C. Brown. (2002). Statistics for Environmental Engineers. Second Edition.
Lewis Publishers, Boca Raton, FL.

Gilbert, R.O. (1987). Statistical Methods for Environmental Pollution Monitoring. Van Nostrand
Reinhold, New York, NY.

Helsel, D.R., and R.M. Hirsch. (1992). Statistical Methods in Water Resources Research. Elsevier,
New York, NY, Chapter 7.

Millard, S.P., and N. Neerchal. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, FL.

Ott, W.R. (1995). Environmental Statistics and Data Analysis. Lewis Publishers, Boca Raton, FL.

USEPA. (2009). Statistical Analysis of Groundwater Monitoring Data at RCRA Facilities, Uni-
fied Guidance. EPA 530/R-09-007, March 2009. Office of Resource Conservation and Recovery
Program Implementation and Information Division. U.S. Environmental Protection Agency, Wash-
ington, D.C. p.21-3.

Zar, J.H. (2010). Biostatistical Analysis. Fifth Edition. Prentice-Hall, Upper Saddle River, NJ,
Chapters 7 and 8.
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See Also

ciNormN, plotCiNormDesign, Normal, enorm, t.test
Estimating Distribution Parameters.

Examples

# Look at how the half-width of a one-sample confidence interval
# decreases with increasing sample size:

seq(5, 30, by = 5)
#[1]1 5 10 15 20 25 30

hw <- ciNormHalfWidth(n.or.n1 = seq(5, 30, by = 5))

roundChw, 2)
#[1] 1.24 0.72 0.55 0.47 0.41 0.37

# Look at how the half-width of a one-sample confidence interval
# increases with increasing estimated standard deviation:

seq(@.5, 2, by

=0.5)
#[11 0.5 1.0 1.5

0.5
2.0
hw <- ciNormHalfWidth(n.or.n1 = 20, sigma.hat = seq(@.5, 2, by = 0.5))

roundChw, 2)
#[1] 0.23 0.47 0.70 0.94

# Look at how the half-width of a one-sample confidence interval
# increases with increasing confidence level:

)

seq(0.5, 0.9, by 1
7 0.9

= 0.
#[1] 0.5 0.6 0.7 0.8
hw <- ciNormHalfWidth(n.or.n1 = 20, conf.level = seq(@.5, 0.9, by = 0.1))

roundChw, 2)
#[1] 0.15 0.19 0.24 0.30 0.39

Modifying the example on pages 21-4 to 21-5 of USEPA (2009),
determine how adding another four months of observations to
increase the sample size from 4 to 8 will affect the half-width
of a two-sided 95% confidence interval for the Aldicarb level at
the first compliance well.

Use the estimated standard deviation from the first four months
of data. (The data are stored in EPA.@9.Ex.21.1.aldicarb.df.)
Note that the half-width changes from 34% of the observed mean to
18% of the observed mean by increasing the sample size from

4 to 8.

e T E E
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EPA.Q9.Ex.21.1.aldicarb.df
# Month  Well Aldicarb.ppb

#1 1 Well.1 19.9
#2 2 Well.1 29.6
#3 3 Well.1 18.7
#4 4 Well.1 24.2
#...

mu.hat <- with(EPA.09.Ex.21.1.aldicarb.df,
mean(Aldicarb.ppb[Well=="Well.1"]))

mu. hat
#[1] 23.1

sigma.hat <- with(EPA.@9.Ex.21.1.aldicarb.df,
sd(Aldicarb.ppb[Well=="Well.1"]))

sigma.hat
#[1] 4.93491

hw.4 <- ciNormHalfWidth(n.or.n1 = 4, sigma.hat = sigma.hat)

hw. 4
#[1] 7.852543

hw.8 <- ciNormHalfWidth(n.or.n1 = 8, sigma.hat = sigma.hat)
hw.8
#[1] 4.125688
100 * hw.4/mu.hat
#[1] 33.99369
100 * hw.8/mu.hat
#[1] 17.86012
f#==========
# Clean up
# _________
rm(hw, mu.hat, sigma.hat, hw.4, hw.8)
ciNormN Sample Size for Specified Half-Width of Confidence Interval for Nor-

mal Distribution Mean or Difference Between Two Means

Description

Compute the sample size necessary to achieve a specified half-width of a confidence interval for the
mean of a normal distribution or the difference between two means, given the estimated standard
deviation and confidence level.



102 ciNormN

Usage

ciNormN(half.width, sigma.hat = 1, conf.level = 9.95,
sample.type = ifelse(is.null(n2), "one.sample”, "two.sample”),
n2 = NULL, round.up = TRUE, n.max = 5000, tol = 1e-07, maxiter = 1000)

Arguments

half.width numeric vector of (positive) half-widths. Missing (NA), undefined (NaN), and
infinite (Inf, -Inf) values are not allowed.

sigma.hat numeric vector specifying the value(s) of the estimated standard deviation(s).

conf.level numeric vector of numbers between 0 and 1 indicating the confidence level as-
sociated with the confidence interval(s). The default value is conf.level=0.95.

sample. type character string indicating whether this is a one-sample
(sample. type="one.sample”) or two-sample
(sample.type="two.sample") confidence interval.
When sample.type="one.sample”, the computed sample size is based on a
confidence interval for a single mean.
When sample. type="two.sample”, the computed sample size is based on a
confidence interval for the difference between two means.
The default value is sample.type="one.sample” unless the argument n2 is
supplied.

n2 numeric vector of sample sizes for group 2. The default value is NULL, in which
case it is assumed that the sample sizes for groups 1 and 2 are equal. This argu-
ment is ignored when sample.type="one.sample”. Missing (NA), undefined
(NaN), and infinite (Inf, -Inf) values are not allowed.

round.up logical scalar indicating whether to round up the values of the computed sample
size(s) to the next smallest integer. The default value is round. up=TRUE.

n.max positive integer greater than 1 specifying the maximum sample size for the single
group when sample. type="one. sample” or for group 1 when sample. type="two.sample".
The default value is n.max=5000.

tol numeric scalar indicating the tolerance to use in the uniroot search algorithm.
The default value is tol=1e-7.

maxiter positive integer indicating the maximum number of iterations to use in the uniroot
search algorithm. The default value is maxiter=1000.

Details

If the arguments half.width, n2, sigma.hat, and conf.level are not all the same length, they
are replicated to be the same length as the length of the longest argument.

The function ciNormN uses the formulas given in the help file for ciNormHalfWidth for the half-
width of the confidence interval to iteratively solve for the sample size. For the two-sample case,
the default is to assume equal sample sizes for each group unless the argument n2 is supplied.

Value

When sample.type="one.sample"”, or sample.type="two.sample” and n2 is not supplied (so
equal sample sizes for each group is assumed), the function ciNormN returns a numeric vector of
sample sizes. When sample. type="two.sample” and n2 is supplied, the function ciNormN returns
a list with two components called n1 and n2, specifying the sample sizes for each group.
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Note

The normal distribution and lognormal distribution are probably the two most frequently used dis-
tributions to model environmental data. In order to make any kind of probability statement about a
normally-distributed population (of chemical concentrations for example), you have to first estimate
the mean and standard deviation (the population parameters) of the distribution. Once you estimate
these parameters, it is often useful to characterize the uncertainty in the estimate of the mean. This
is done with confidence intervals.

In the course of designing a sampling program, an environmental scientist may wish to determine
the relationship between sample size, confidence level, and half-width if one of the objectives of the
sampling program is to produce confidence intervals. The functions ciNormHalfWidth, ciNormN,
and plotCiNormDesign can be used to investigate these relationships for the case of normally-
distributed observations.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
Berthouex, P.M., and L.C. Brown. (2002). Statistics for Environmental Engineers. Second Edition.
Lewis Publishers, Boca Raton, FL.

Gilbert, R.O. (1987). Statistical Methods for Environmental Pollution Monitoring. Van Nostrand
Reinhold, New York, NY.

Helsel, D.R., and R.M. Hirsch. (1992). Statistical Methods in Water Resources Research. Elsevier,
New York, NY, Chapter 7.

Millard, S.P., and N. Neerchal. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, FL.

Ott, W.R. (1995). Environmental Statistics and Data Analysis. Lewis Publishers, Boca Raton, FL.

USEPA. (2009). Statistical Analysis of Groundwater Monitoring Data at RCRA Facilities, Uni-
fied Guidance. EPA 530/R-09-007, March 2009. Office of Resource Conservation and Recovery
Program Implementation and Information Division. U.S. Environmental Protection Agency, Wash-
ington, D.C. p.21-3.

Zar, J.H. (2010). Biostatistical Analysis. Fifth Edition. Prentice-Hall, Upper Saddle River, NJ,
Chapters 7 and 8.
See Also
ciNormHalfWidth, plotCiNormDesign, Normal, enorm, t.test,
Estimating Distribution Parameters.
Examples

# Look at how the required sample size for a one-sample
# confidence interval decreases with increasing half-width:

seq(0.25, 1, by = 0.25)
#[1] 0.25 0.50 9.75 1.00

ciNormN(half.width = seq(@.25, 1, by = 0.25))
#[1] 64 18 10 7
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ciNormN(seq(@.25, 1, by=0.25), round = FALSE)
#[1] 63.897899 17.832337 9.325967 6.352717

# Look at how the required sample size for a one-sample
# confidence interval increases with increasing estimated
# standard deviation for a fixed half-width:

seq(@.5, 2, by = 0.5)

#[1]1 0.5 1.0 1.5 2.0

ciNormN(half.width = @.5, sigma.hat = seq(@.5, 2, by = 0.5))
#[1] 7 18 38 64

# Look at how the required sample size for a one-sample
# confidence interval increases with increasing confidence
# level for a fixed half-width:

seq(@0.5, 0.9, by = 0.1)
#[1] 0.5 0.6 0.7 0.8 0.9

ciNormN(half.width
#[1] 9 13 19 28 46

0.25, conf.level = seq(@.5, 0.9, by = 0.1))

Modifying the example on pages 21-4 to 21-5 of USEPA (2009),
determine the required sample size in order to achieve a
half-width that is 10% of the observed mean (based on the first
four months of observations) for the Aldicarb level at the first
compliance well. Assume a 95% confidence level and use the
estimated standard deviation from the first four months of data.
(The data are stored in EPA.09.Ex.21.1.aldicarb.df.)

The required sample size is 20, so almost two years of data are
required assuming observations are taken once per month.

HoH B OF H B F O B H

EPA.09.Ex.21.1.aldicarb.df
# Month  Well Aldicarb.ppb

#1 1 Well.1 19.9
#2 2 Well.1 29.6
#3 3 Well.1 18.7
#4 4 Well.1 24.2
#...

mu.hat <- with(EPA.@9.Ex.21.1.aldicarb.df,
mean (Aldicarb.ppb[Well=="Well.1"]))

mu.hat
#[1]1 23.1

sigma.hat <- with(EPA.@9.Ex.21.1.aldicarb.df,
sd(Aldicarb.ppb[Well=="Well.1"1))

ciNormN
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sigma.hat
#[1] 4.93491

ciNormN(half.width = ©.1 * mu.hat, sigma.hat = sigma.hat)

#[1] 20

# Clean up
rm(mu.hat, sigma.hat)

ciNparConfLevel Compute Confidence Level Associated with a Nonparametric Confi-
dence Interval for a Quantile

Description

Compute the confidence level associated with a nonparametric confidence interval for a quantile,
given the sample size and order statistics associated with the lower and upper bounds.

Usage
ciNparConflLevel(n, p = 0.5, 1lcl.rank = ifelse(ci.type == "upper”, 0, 1),
n.plus.one.minus.ucl.rank = ifelse(ci.type == "lower”, 0, 1),
ci.type = "two.sided")
Arguments
n numeric vector of sample sizes. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are not allowed.
p numeric vector of probabilities specifying which quantiles to consider for the

sample size calculation. All values of p must be between 0 and 1. The default
value is p=0. 5.

lcl.rank, n.plus.one.minus.ucl.rank

numeric vectors of non-negative integers indicating the ranks of the order statis-
tics that are used for the lower and upper bounds of the confidence interval for
the specified quantile(s). When 1cl.rank=1 that means use the smallest value as
the lower bound, when 1cl.rank=2 that means use the second to smallest value
as the lower bound, etc. When n.plus.one.minus.ucl.rank=1 that means use
the largest value as the upper bound, when n.plus.one.minus.ucl.rank=2
that means use the second to largest value as the upper bound, etc. A value
of @ for 1cl.rank indicates no lower bound (i.e., -Inf) and a value of @ for
n.plus.one.minus.ucl.rank indicates no upper bound (i.e., Inf). When ci. type="upper"”
then 1cl.rank is set to @ by default, otherwise it is set to 1 by default. When
ci.type="lower" then n.plus.one.minus.ucl.rank is set to @ by default,
otherwise it is set to 1 by default.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper"”.
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Details

If the arguments n, p, 1cl.rank, and n.plus.one.minus.ucl.rank are not all the same length,
they are replicated to be the same length as the length of the longest argument.

The help file for eqnpar explains how nonparametric confidence intervals for quantiles are con-
structed and how the confidence level associated with the confidence interval is computed based on
specified values for the sample size and the ranks of the order statistics used for the bounds of the
confidence interval.

Value

A numeric vector of confidence levels.

Note

See the help file for egnpar.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

See the help file for egnpar.

See Also

egnpar, ciNparN, plotCiNparDesign.

Examples

# Look at how the confidence level of a nonparametric confidence interval
# increases with increasing sample size for a fixed quantile:

seq(5, 25, by = 5)
#[11 5 10 15 20 25

round(ciNparConfLevel (n = seq(5, 25, by = 5), p = 0.9), 2)
#[1] 0.41 0.65 0.79 0.88 0.93

# Look at how the confidence level of a nonparametric confidence interval
# decreases as the quantile moves away from 0.5:

)

seq(@.5, 0.9, by 1
7 0.9

= 0.
#[1] 0.5 0.6 0.7 0.8
round(ciNparConfLevel(n = 10, p = seq(@.5, 0.9, by = 0.1)), 2)
#[1] 1.00 ©.99 0.97 0.89 0.65

# Reproduce Example 21-6 on pages 21-21 to 21-22 of USEPA (2009).
# Use 12 measurements of nitrate (mg/L) at a well used for drinking water
# to determine with 95% confidence whether or not the infant-based, acute
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risk standard of 10 mg/L has been violated. Assume that the risk
standard represents an upper 95'th percentile limit on nitrate
concentrations. So what we need to do is construct a one-sided

lower nonparametric confidence interval for the 95'th percentile

that has associated confidence level of no more than 95%, and we will
compare the lower confidence limit with the MCL of 10 mg/L.

The data for this example are stored in EPA.09.Ex.21.6.nitrate.df.

# Look at the data:

EPA.Q09.Ex.21.6.nitrate.df

# Sampling.Date Date Nitrate.mg.per.l.orig Nitrate.mg.per.l Censored
#1 7/28/1999 1999-07-28 <5.0 5.0 TRUE
#2 9/3/1999 1999-09-03 12.3 12.3 FALSE
#3 11/24/1999 1999-11-24 <5.0 5.0 TRUE
#4 5/3/2000 2000-05-03 <5.0 5.0 TRUE
#5 7/14/2000 2000-07-14 8.1 8.1 FALSE
#6 10/31/2000 2000-10-31 <5.9 5.0 TRUE
#7 12/14/2000 2000-12-14 11 11.0 FALSE
#8 3/27/2001 2001-03-27 35.1 35.1 FALSE
#9 6/13/2001 2001-06-13 <5.9 5.0 TRUE
#10 9/16/2001 2001-09-16 <5.0 5.0 TRUE
#11 11/26/2001 2001-11-26 9.3 9.3 FALSE
#12 3/2/2002 2002-03-02 10.3 10.3 FALSE

# Determine what order statistic to use for the lower confidence limit
# in order to achieve no more than 95% confidence.

conf.levels <- ciNparConfLevel(n = 12, p = 0.95, 1lcl.rank = 1:12,
ci.type = "lower")
names(conf.levels) <- 1:12

round(conf.levels, 2)
# 1 2 3 4 5 6 7 8 9 10 11 12
#1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.88 0.54

Using the 11'th largest observation for the lower confidence limit
yields a confidence level of 88%. Using the 10'th largest
observation yields a confidence level of 98%. The example in
USEPA (2009) uses the 10'th largest observation.

The 10'th largest observation is 11 mg/L which exceeds the
MCL of 10 mg/L, so there is evidence of contamination.

H o H HF OF H R

with(EPA.Q9.Ex.21.6.nitrate.df,
eqgnpar(Nitrate.mg.per.1l, p = 0.95, ci = TRUE,
ci.type = "lower"”, 1lcl.rank = 10))

#Results of Distribution Parameter Estimation

#Assumed Distribution: None
#
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#Estimated Quantile(s): 95'th %ile = 22.56
#

#Quantile Estimation Method: Nonparametric
#

#Data: Nitrate.mg.per.1l
#

#Sample Size: 12

#

#Confidence Interval for: 95'th %ile

#

#Confidence Interval Method: exact

#

#Confidence Interval Type: lower

#

#Confidence Level: 98.04317%

#

#Confidence Limit Rank(s): 10

#

#Confidence Interval: LCL = 1

# UCL = Inf
fm========c

# Clean up

# _________

rm(conf. levels)

ciNparN Sample Size for Nonparametric Confidence Interval for a Quantile

Description

Compute the sample size necessary to achieve a specified confidence level for a nonparametric
confidence interval for a quantile.

Usage
ciNparN(p = 0.5, 1lcl.rank = ifelse(ci.type == "upper"”, 0, 1),
n.plus.one.minus.ucl.rank = ifelse(ci.type == "lower”, 0, 1),
ci.type = "two.sided”, conf.level = 0.95)
Arguments
p numeric vector of probabilities specifying the quantiles. All values of p must be

between 0 and 1. The default value is p=0.5.
lcl.rank, n.plus.one.minus.ucl.rank

numeric vectors of non-negative integers indicating the ranks of the order statis-
tics that are used for the lower and upper bounds of the confidence interval for
the specified quantile(s). When 1cl.rank=1 that means use the smallest value as
the lower bound, when 1cl. rank=2 that means use the second to smallest value
as the lower bound, etc. When n.plus.one.minus.ucl.rank=1 that means use
the largest value as the upper bound, when n.plus.one.minus.ucl.rank=2
that means use the second to largest value as the upper bound, etc. A value
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of @ for 1cl.rank indicates no lower bound (i.e., -Inf) and a value of @ for
n.plus.one.minus.ucl.rank indicates no upper bound (i.e., Inf). When ci. type="upper"”
then 1cl.rank is set to @ by default, otherwise it is set to 1 by default. When
ci.type="lower" then n.plus.one.minus.ucl.rank is set to @ by default,

otherwise it is set to 1 by default.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper"”.

conf.level numeric vector of numbers between 0 and 1 indicating the confidence level as-
sociated with the confidence interval(s). The default value is conf=0. 95.
Details

If the arguments p, 1cl.rank, n.plus.one.minus.ucl.rank and conf.level are not all the same
length, they are replicated to be the same length as the length of the longest argument.

The help file for eqnpar explains how nonparametric confidence intervals for quantiles are con-
structed and how the confidence level associated with the confidence interval is computed based on
specified values for the sample size and the ranks of the order statistics used for the bounds of the
confidence interval.

The function ciNparN determines the required the sample size via a nonlinear optimization.

Value

numeric vector of sample sizes.

Note

See the help file for eqnpar.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

See the help file for eqnpar.

See Also

eqgnpar, ciNparConfLevel, plotCiNparDesign.

Examples

# Look at how the required sample size for a confidence interval
# increases with increasing confidence level for a fixed quantile:

)

seq(0.5, 0.9, by 1
7 0.9

= 0.
#[1] 0.5 0.6 0.7 0.8
ciNparN(p = 0.9, conf.level=seq(0.5, 0.9, by = 0.1))
#[1]1 7 9 12 16 22

# Look at how the required sample size for a confidence interval increases
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# as the quantile moves away from 0.5:

ciNparN(p = seq(@.5, 0.9, by = 0.1))
#[1] 6 7 9 14 29

ciTableMean Table of Confidence Intervals for Mean or Difference Between Two
Means

Description

Create a table of confidence intervals for the mean of a normal distribution or the difference be-
tween two means following Bacchetti (2010), by varying the estimated standard deviation and the
estimated mean or differene between the two estimated means given the sample size(s).

Usage

ciTableMean(n1l = 10, n2 = n1, diff.or.mean = 2:0, SD = 1:3,
sample.type = "two.sample”, ci.type = "two.sided"”, conf.level = 0.95,
digits = 1)

Arguments

ni positive integer greater than 1 specifying the sample size when sample. type="one.sample”
or the sample size for group 1 when sample. type="two.sample”. The default
value is n1=10.

n2 positive integer greater than 1 specifying the sample size for group 2 when
sample.type="two.sample”. The default value is n2=n1, i.e., equal sample
sizes. This argument is ignored when sample.type="one.sample".

diff.or.mean numeric vector indicating either the assumed difference between the two sam-
ple means when sample. type="two.sample"” or the value of the sample mean
when sample. type="one.sample". The default value is diff.or.mean=2:0.
Missing (NA), undefined (NaN), an infinite (-Inf, Inf) values are not allowed.

SD numeric vector of positive values specifying the assumed estimated standard de-
viation. The default value is SD=1:3. Missing (NA), undefined (NaN), an infinite
(=Inf, Inf) values are not allowed.

sample. type character string specifying whether to create confidence intervals for the differ-
ence between two means (sample.type="two.sample”; the default) or confi-
dence intervals for a single mean (sample. type="one.sample").

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence inter-
val. The default value is conf.level=0.95.

digits positive integer indicating how many decimal places to display in the table. The
default value is digits=1.
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Details

Following Bacchetti (2010) (see NOTE below), the function ciTableMean allows you to perform
sensitivity analyses while planning future studies by producing a table of confidence intervals for
the mean or the difference between two means by varying the estimated standard deviation and the
estimated mean or differene between the two estimated means given the sample size(s).

One Sample Case (sample.type="one.sample")
Letz = (21,22, ..., Z,) be a vector of n observations from an normal (Gaussian) distribution with
parameters mean=y and sd=o.

The usual confidence interval for p is constructed as follows. If ci.type="two-sided”, the (1 —
«)100% confidence interval for y is given by:

it =1 =0/ T it =11 =0/ 2] (1)
where .
ﬂ:i:% x;  (2)
2 2 1 2
6°=s _n_lizl(% z) (3)

and ¢(v, p) is the p’th quantile of Student’s t-distribution with v degrees of freedom (Zar, 2010;
Gilbert, 1987; Ott, 1995; Helsel and Hirsch, 1992).

If ci.type="lower", the (1 — «)100% confidence interval for 4 is given by:

[ﬂ_t(n_lvl_a) ?OO] (4)

and if ci.type="upper"”, the confidence interval is given by:
o
NG

For the one-sample case, the argument n1 corresponds to n in Equation (1), the argument diff.or.mean
corresponds to ft = Z in Equation (2), and the argument SD corresponds to & = s in Equation (3).

[—oo, i+ t(n—1,1—a/2)—=] (5)

Two Sample Case (sample.type="two.sample")

Let z; = (211,%21,-..,Zn,1) be a vector of 11 observations from an normal (Gaussian) distri-
bution with parameters mean=y; and sd=o, and let z, = (212, %22,...,ZTn,2) be a vector of ngy
observations from an normal (Gaussian) distribution with parameters mean=g and sd=o.

The usual confidence interval for the difference between the two population means p; — pg is
constructed as follows. If ci. type="two-sided", the (1 — «)100% confidence interval for p; — o

is given by:
L Rt 1 . . Rt 1
(1 —fia)—t(m 2 =2, 1=0/2)6y | + —, (=) +t(n1-+12=2,1-0/2)5 [~ + —]  (6)
ny no nq na
where
1 ny
1 =71 = — 3 7
fn=a = E,:x v (1)
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~2 o (nm—1)sT+ (ng—1)s3

= g% = 9
7 % n1+ng—2 ( )
m -1

1 na
55 = D (win—32)*  (11)

and t(v, p) is the p’th quantile of Student’s t-distribution with v degrees of freedom (Zar, 2010;
Gilbert, 1987; Ott, 1995; Helsel and Hirsch, 1992).

If ci.type="lower", the (1 — «)100% confidence interval for 117 — po is given by:

[(f1 — fi2) — t(m +n2—2,1—a)&\/ni1+ni2, o] (12)

and if ci.type="upper"”, the confidence interval is given by:

R . R 1 1
[—oo, (fi1 — fi2) —t(ny +ng — 2,1 —a)oy/— +—]  (13)
ni n2

For the two-sample case, the arguments n1 and n2 correspond to n; and ns in Equation (6), the
argument diff.or.mean corresponds to iy — tis = 1 — Z2 in Equations (7) and (8), and the
argument SD corresponds to & = s, in Equation (9).

Value

a data frame with the rows varying the standard deviation and the columns varying the estimated
mean or difference between the means. Elements of the data frame are character strings indicating
the confidence intervals.

Note

Bacchetti (2010) presents strong arguments against the current convention in scientific research for
computing sample size that is based on formulas that use a fixed Type I error (usually 5%) and a
fixed minimal power (often 80%) without regard to costs. He notes that a key input to these formulas
is a measure of variability (usually a standard deviation) that is difficult to measure accurately
"unless there is so much preliminary data that the study isn’t really needed." Also, study designers
often avoid defining what a scientifically meaningful difference is by presenting sample size results
in terms of the effect size (i.e., the difference of interest divided by the elusive standard deviation).
Bacchetti (2010) encourages study designers to use simple tables in a sensitivity analysis to see
what results of a study may look like for low, moderate, and high rates of variability and large,
intermediate, and no underlying differences in the populations or processes being studied.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Bacchetti, P. (2010). Current sample size conventions: Flaws, Harms, and Alternatives. BMC
Medicine 8, 17-23.

Berthouex, P.M., and L.C. Brown. (2002). Statistics for Environmental Engineers. Second Edition.
Lewis Publishers, Boca Raton, FL.



ciTableMean 113

Gilbert, R.O. (1987). Statistical Methods for Environmental Pollution Monitoring. Van Nostrand
Reinhold, New York, NY.

Helsel, D.R., and R.M. Hirsch. (1992). Statistical Methods in Water Resources Research. Elsevier,
New York, NY.

Millard, S.P., and N.K. Neerchal. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, FL.

Ott, W.R. (1995). Environmental Statistics and Data Analysis. Lewis Publishers, Boca Raton, FL.
Zar, J.H. (2010). Biostatistical Analysis. Fifth Edition. Prentice-Hall, Upper Saddle River, NJ.

See Also

enorm, t.test, ciTableProp, ciNormHalfWidth, ciNormN, plotCiNormDesign.

Examples

# Show how potential confidence intervals for the difference between two means
# will look assuming standard deviations of 1, 2, or 3, differences between
# the two means of 2, 1, or @, and a sample size of 10 in each group.

ciTableMean()

# Diff=2 Diff=1 Diff=0
#D=1 [ 1.1, 2.91 [ 0.1, 1.9] [-0.9, 0.9]
#sD=2 [ 0.1, 3.9] [-0.9, 2.9 [-1.9, 1.9]
#SD=3 [-0.8, 4.8] [-1.8, 3.8] [-2.8, 2.8]
H==========

# Show how a potential confidence interval for a mean will look assuming
# standard deviations of 1, 2, or 5, a sample mean of 5, 3, or 1, and
# a sample size of 15.

ciTableMean(nl = 15, diff.or.mean = c(5, 3, 1), SD = c(1, 2, 5), sample.type = "one")

# Mean=5 Mean=3 Mean=1
#SD=1 [ 4.4, 5.6]1 [ 2.4, 3.6] [ 0.4, 1.6]
#sD=2 [ 3.9, 6.11 [ 1.9, 4.11 [-0.1, 2.1]
#sD=5 [ 2.2, 7.81 [ 0.2, 5.8] [-1.8, 3.8]
H#==========

The data frame EPA.09.Ex.16.1.sulfate.df contains sulfate concentrations
(ppm) at one background and one downgradient well. The estimated

mean and standard deviation for the background well are 536 and 27 ppm,
respectively, based on a sample size of n = 8 quarterly samples taken over
2 years. A two-sided 95% confidence interval for this mean is [514, 559],
which has a half-width of 23 ppm.

The estimated mean and standard deviation for the downgradient well are
608 and 18 ppm, respectively, based on a sample size of n = 6 quarterly
samples. A two-sided 95% confidence interval for the difference between
this mean and the background mean is [44, 100] ppm.

Suppose we want to design a future sampling program and are interested in
the size of the confidence interval for the difference between the two means.
We will use ciTableMean to generate a table of possible confidence intervals
by varying the assumed standard deviation and assumed differences between

e e E E E E E E E E R
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# the means.

# Look at the data

EPA.09.Ex.16.1.sulfate.df
# Month Year Well.type Sulfate.ppm

#1 Jan 1995  Background 560
#2 Apr 1995  Background 530
#3 Jul 1995 Background 570
#4 Oct 1995 Background 490
#5 Jan 1996  Background 510
#6 Apr 1996  Background 550
#7 Jul 1996  Background 550
#8 Oct 1996  Background 530
#9 Jan 1995 Downgradient NA
#10  Apr 1995 Downgradient NA
#11 Jul 1995 Downgradient 600
#12  Oct 1995 Downgradient 590
#13  Jan 1996 Downgradient 590
#14  Apr 1996 Downgradient 630
#15  Jul 1996 Downgradient 610
#16  Oct 1996 Downgradient 630

# Compute the estimated mean and standard deviation for the

# background well.

Sulfate.back <- with(EPA.09.Ex.16.1.sulfate.df,
Sulfate.ppm[Well.type == "Background"])

enorm(Sulfate.back, ci = TRUE)

#Results of Distribution Parameter Estimation

#

#Assumed Distribution: Normal

#

#Estimated Parameter(s): mean = 536.2500
# sd = 26.6927
#

#Estimation Method: mvue

#

#Data: Sulfate.back

#

#Sample Size: 8

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Exact

#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

ciTableMean
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#Confidence Interval: LCL
# UCL

513.9343
558.5657

# Compute the estimated mean and standard deviation for the
# downgradient well.

Sulfate.down <- with(EPA.09.Ex.16.1.sulfate.df,
Sulfate.ppm[Well.type == "Downgradient”])
enorm(Sulfate.down, ci = TRUE)

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Normal

#

#Estimated Parameter(s): mean = 608.33333
# sd = 18.34848
#

#Estimation Method: mvue

#

#Data: Sulfate.down

#

#Sample Size: 6

#

#Number NA/NaN/Inf's: 2

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Exact

#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 589.0778
# UCL = 627.5889

# Compute the estimated difference between the means and the confidence
# interval for the difference:

t.test(Sulfate.down, Sulfate.back, var.equal = TRUE)

#Results of Hypothesis Test

#Null Hypothesis: difference in means = @

#

#Alternative Hypothesis: True difference in means is not equal to 0
#

#Test Name: Two Sample t-test

#

#Estimated Parameter(s): mean of x = 608.3333
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# mean of y = 536.2500
#

#Data: Sulfate.down and Sulfate.back
#

#Test Statistic: t = 5.660985

#

#Test Statistic Parameter: df = 12

#

#P-value: 0.0001054306

#

#95% Confidence Interval: LCL = 44.33974

# UCL = 99.82693

# Use ciTableMean to look how the confidence interval for the difference

# between the background and downgradient means in a future study using eight

# quarterly samples at each well varies with assumed value of the pooled standard
# deviation and the observed difference between the sample means.

# Our current estimate of the pooled standard deviation is 24 ppm:

summary (1lm(Sulfate.ppm ~ Well.type, data = EPA.Q9.Ex.16.1.sulfate.df))$sigma
#[1] 23.57759

# We can see that if this is overly optimistic and in our next study the

# pooled standard deviation is around 50 ppm, then if the observed difference
# between the means is 50 ppm, the lower end of the confidence interval for
# the difference between the two means will include @, so we may want to

# increase our sample size.

ciTableMean(nl = 8, n2 = 8, diff = c(100, 50, @), SD = c(15, 25, 50), digits = @)
# Diff=100 Diff=50 Diff=0
#SD=15 [ 84, 1161 [ 34, 661 [-16, 16]

#sD=25 [ 73, 1271 [ 23, 771 [-27, 27]
#SD=50 [ 46, 1541 [ -4, 104] [-54, 54]

rm(Sulfate.back, Sulfate.down)

ciTableProp Table of Confidence Intervals for Proportion or Difference Between
Two Proportions

Description

Create a table of confidence intervals for probability of "success" for a binomial distribution or the
difference between two proportions following Bacchetti (2010), by varying the estimated proportion
or differene between the two estimated proportions given the sample size(s).
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Usage

ciTableProp(nl = 10, pl.hat = c(0.1, 0.2, @.3), n2 = nl,
p2.hat.minus.pl1.hat = c(0.2, 0.1, @), sample.type = "two.sample”,
ci.type = "two.sided”, conf.level = 0.95, digits = 2, ci.method = "score”,
correct = TRUE, tol = 10*-(digits + 1))

Arguments

ni positive integer greater than 1 specifying the sample size when sample. type="one.sample”
or the sample size for group 1 when sample. type="two.sample”. The default
value is n1=10.

p1.hat numeric vector of values between 0 and 1 indicating the estimated proportion
(sample. type="one.sample") or the estimated proportion for group 1 (sample.type="two.sample
The default value is c(0.1, 0.2, 0.3). Missing (NA), undefined (NaN), an in-
finite (-Inf, Inf) values are not allowed.

n2 positive integer greater than 1 specifying the sample size for group 2 when

sample.type="two.sample"”. The default value is n2=n1, i.e., equal sample

sizes. This argument is ignored when sample.type="one.sample".
p2.hat.minus.pl.hat

numeric vector indicating the assumed difference between the two sample pro-

portions when sample. type="two.sample”. The default valueisc(0.2, 0.1, 9).

Missing (NA), undefined (NaN), an infinite (-Inf, Inf) values are not allowed.

This argument is ignored when sample. type="one.sample"”.

sample. type character string specifying whether to create confidence intervals for the dif-
ference between two proportions (sample. type="two.sample”; the default) or
confidence intervals for a single proportion (sample.type="one.sample").

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower", and "upper”.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence inter-
val. The default value is conf.level=0.95.

digits positive integer indicating how many decimal places to display in the table. The
default value is digits=2.

ci.method character string indicating the method to use to construct the confidence interval.
The default value is ci.method="score” (i.e., the score method; see the help
file for prop. test), which is the only method available when sample.type="two.sample".
When sample. type="one.sample”, you may also set ci.method="exact" (i.e.,
the exact method).

correct logical scalar indicating whether to use the correction for continuity when ci.method="score"
(see the help file for prop. test). The default value is correct=TRUE.

tol numeric scalar indicating how close the values of the adjusted elements of p2.hat.minus.p1.hat
have to be in order to provide a simply display of confidence intervals (see DE-
TAILS section below). The default value is tol=10*-(digits + 1).

Details

One-Sample Case (sample.type="one.sample")

For the one-sample case, the function ciTableProp calls the R function prop. test when ci.method="score",
and calls the R function binom. test, when ci.method="exact”. To ensure that the user-supplied

values of p1.hat are valid for the given user-supplied values of n1, values for the argument x to the

function prop.test or binom. test are computed using the formula
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x <= unique(round((pl.hat * n1), 0))
and the argument p. hat is then adjusted using the formula

p.hat <- x/n1

Two-Sample Case (sample.type="two.sample")

For the two-sample case, the function ciTableProp calls the R function prop. test. To ensure that
the user-supplied values of p1.hat are valid for the given user-supplied values of n1, the values for
the first component of the argument x to the function prop.test are computed using the formula

x1 <- unique(round((p1.hat * n1), 0))

and the argument p1.hat is then adjusted using the formula
p1.hat <- x1/n1

Next, the estimated proportions from group 2 are computed by adding together all possible com-
binations from the elements of p1.hat and p2.hat.minus.p1.hat. These estimated proportions
from group 2 are then adjusted using the formulas:

x2.rep <- round((p2.hat.rep * n2), 0)
p2.hat.rep <- x2.rep/n2

If any of these adjusted proportions from group 2 are < 0 or > 1 the function terminates with a
message indicating that impossible values have been supplied.

In cases where the sample sizes are small there may be instances where the user-supplied values of
p1.hat and/or p2.hat.minus.p1.hat are not attainable. The argument tol is used to determine
whether to return the table in conventional form or whether it is necessary to modify the table to
include twice as many columns (see EXAMPLES section below).

Value

a data frame with elements that are character strings indicating the confidence intervals.

When sample. type="two.sample”, a data frame with the rows varying the estimated proportion
for group 1 (i.e., the values of p1.hat) and the columns varying the estimated difference between
the proportions from group 2 and group 1 (i.e., the values of p2.hat.minus.p1.hat). In cases
where the sample sizes are small, it may not be possible to obtain certain differences for given
values of p1.hat, in which case the returned data frame contains twice as many columns indicating
the actual difference in one column and the compute confidence interval next to it (see EXAMPLES
section below).

When sample.type="one.sample"”, a 1-row data frame with the columns varying the estimated
proportion (i.e., the values of p1.hat).

Note

Bacchetti (2010) presents strong arguments against the current convention in scientific research for
computing sample size that is based on formulas that use a fixed Type I error (usually 5%) and a
fixed minimal power (often 80%) without regard to costs. He notes that a key input to these formulas
is a measure of variability (usually a standard deviation) that is difficult to measure accurately
"unless there is so much preliminary data that the study isn’t really needed." Also, study designers
often avoid defining what a scientifically meaningful difference is by presenting sample size results
in terms of the effect size (i.e., the difference of interest divided by the elusive standard deviation).
Bacchetti (2010) encourages study designers to use simple tables in a sensitivity analysis to see
what results of a study may look like for low, moderate, and high rates of variability and large,
intermediate, and no underlying differences in the populations or processes being studied.
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Author(s)
Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Bacchetti, P. (2010). Current sample size conventions: Flaws, Harms, and Alternatives. BMC
Medicine 8, 17-23.

Also see the references in the help files for prop. test and binom. test.

See Also

prop.test, binom. test, ciTableMean, ciBinomHalfWidth, ciBinomN, plotCiBinomDesign.

Examples

E=3

Reproduce Table 1 in Bacchetti (2010). This involves planning a study with
nl = n2 = 935 subjects per group, where Group 1 is the control group and
Group 2 is the treatment group. The outcome in the study is proportion of
subjects with serious outcomes or death. A negative value for the difference
in proportions between groups (Group 2 proportion - Group 1 proportion)
indicates the treatment group has a better outcome. In this table, the
proportion of subjects in Group 1 with serious outcomes or death is set

to 3%, 6.5%, and 12%, and the difference in proportions between the two
groups is set to -2.8 percentage points, -1.4 percentage points, and 0.

HOH ¥ B HF ¥ OH R

ciTableProp(nl = 935, pl.hat = c(0.03, 0.065, ©.12), n2 = 935,
p2.hat.minus.pl.hat = c(-0.028, -0.014, @), digits = 3)

# Diff=-0.028 Diff=-0.014 Diff=0

#P1.hat=0.030 [-0.040, -0.015] [-0.029, ©0.001] [-0.015, ©.015]

#P1.hat=0.065 [-0.049, -0.007] [-0.036, 0.008] [-0.022, 0.022]

#P1.hat=0.120 [-0.057, ©0.001] [-0.044, 0.016] [-0.029, 0.029]

# Show how the returned data frame has to be modified for cases of small
# sample sizes where not all user-supplied differenes are possible.

ciTableProp(ni 5, n2 =5, pl.hat = ¢(0.3, 0.6, 0.12), p2.hat = c(0.2, 0.1, 0))
# Diff CI Diff CI Diff CI
#P1.hat=0.4 0.2 [-0.61, 1.00] 0.0 [-0.61, 0.61] .61]
#P1.hat=0.6 0.2 [-0.55, ©.95] 0.2 [-0.55, 0.95] .61]
#P1.hat=0.2 0.2 [-0.55, ©0.95] 0.2 [-0.55, ©.95] .50, ©.50]

ity
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Suppose we are planning a study to compare the proportion of nondetects at

a background and downgradient well, and we can use ciTableProp to look how

the confidence interval for the difference between the two proportions using
say 36 quarterly samples at each well varies with the observed estimated
proportions. Here we'll let the argument "p1.hat" denote the proportion of
nondetects observed at the downgradient well and set this equal to

20%, 40% and 60%. The argument "p2.hat.minus.pl.hat” represents the proportion
of nondetects at the background well minus the proportion of nondetects at the
downgradient well.

o o o oH O OB H

ciTableProp(nl = 36, pl.hat = c(0.2, 0.4, 0.6), n2 = 36,
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p2.hat.minus.pl.hat = ¢(0.3, 0.15, @))
# Diff=0.31 Diff=0.14 Diff=0
#P1.hat=0.19 [ 0.07, 0.54] [-0.09, 0.37] [-0.18, 0.18]
#P1.hat=0.39 [ 0.06, ©.55] [-0.12, ©.39] [-0.23, 0.23]
#P1.hat=0.61 [ 0.09, ©.52] [-0.10, ©.38] [-0.23, 0.23]

We see that even if the observed difference in the proportion of nondetects
is about 15 percentage points, all of the confidence intervals for the
difference between the proportions of nondetects at the two wells contain 0,
so if a difference of 15 percentage points is important to substantiate, we
may need to increase our sample sizes.

T T Y

cv Sample Coefficient of Variation.

Description

Compute the sample coefficient of variation.

Usage
cv(x, method = "moments”, sd.method = "sqrt.unbiased”,
1.moment.method = "unbiased”, plot.pos.cons = c(a = 0.35, b = 0),
na.rm = FALSE)
Arguments
X numeric vector of observations.
method character string specifying what method to use to compute the sample coeffi-
cient of variation. The possible values are "moments” (product moment ratio
estimator; the default), or "1.moments” (L-moment ratio estimator).
sd.method character string specifying what method to use to compute the sample standard

deviation when method="moments". The possible values are "sqrt.ubiased”
(the square root of the unbiased estimate of variance; the default), or "moments”
(the method of moments estimator).
1.moment.method

character string specifying what method to use to compute the L-moments when
method="1.moments". The possible values are "ubiased” (method based on
the U-statistic; the default), or "plotting.position” (method based on the
plotting position formula).

plot.pos.cons numeric vector of length 2 specifying the constants used in the formula for the
plotting positions when method="1.moments" and 1.moment .method="plotting.position”.
The default value is plot.pos.cons=c(a=0.35, b=0). If this vector has a
names attribute with the value c("a"”,"b") or c("b","a"), then the elements
will be matched by name in the formula for computing the plotting positions.
Otherwise, the first element is mapped to the name "a" and the second element
to the name "b".

na.rm logical scalar indicating whether to remove missing values from x. If na. rm=FALSE
(the default) and x contains missing values, then a missing value (NA) is returned.
If na. rm=TRUE, missing values are removed from x prior to computing the coef-
ficient of variation.
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Details

Let z denote a random sample of n observations from some distribution with mean p and standard
deviation o.

Product Moment Coefficient of Variation (method="moments")
The coefficient of variation (sometimes denoted CV) of a distribution is defined as the ratio of the
standard deviation to the mean. That is:

cv=2 (@)

I

The coefficient of variation measures how spread out the distribution is relative to the size of the
mean. It is usually used to characterize positive, right-skewed distributions such as the lognormal
distribution.

When sd.method="sqrt.unbiased"”, the coefficient of variation is estimated using the sample
mean and the square root of the unbaised estimator of variance:

cv=> @

T
where

zi =) (4)

I
:.—.
| | =
—_
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Note that the estimator of standard deviation in equation (4) is not unbiased.

When sd.method="moments", the coefficient of variation is estimated using the sample mean and
the square root of the method of moments estimator of variance:

ov="" (5

D @i—2)7 (6)
i=1

s=

SER

L-Moment Coefficient of Variation (method="1.moments")
Hosking (1990) defines an L-moment analog of the coefficient of variation (denoted the L-CV) as:

l
r=2 (7
l
that is, the second L-moment divided by the first L-moment. He shows that for a positive-valued
random variable, the L-CV lies in the interval (0, 1).

When 1.moment.method="unbiased", the L-CV is estimated by:

l
t=2 (8
l
that is, the unbiased estimator of the second L-moment divided by the unbiased estimator of the
first L-moment.

When 1.moment.method="plotting.position”, the L-CV is estimated by:

A
i=2 (9
L
that is, the plotting-position estimator of the second L-moment divided by the plotting-position
estimator of the first L-moment.

See the help file for 1Moment for more information on estimating L-moments.
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Value

A numeric scalar — the sample coefficient of variation.

Note

Traditionally, the coefficient of variation has been estimated using product moment estimators.
Hosking (1990) introduced the idea of L-moments and the L-CV. Vogel and Fennessey (1993) argue
that L-moment ratios should replace product moment ratios because of their superior performance
(they are nearly unbiased and better for discriminating between distributions).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

Summary Statistics, summaryFull, var, sd, skewness, kurtosis.

Examples

# Generate 20 observations from a lognormal distribution with
# parameters mean=10 and cv=1, and estimate the coefficient of variation.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
dat <- rlnormAlt(20, mean = 10, cv = 1)

cv(dat)
#[1] 0.5077981

cv(dat, sd.method = "moments")
#[1] 0.4949403

cv(dat, method = "1.moments")
#[1] 0.2804148

# Clean up
rm(dat)
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detectionLimitCalibrate
Determine Detection Limit

Description

Determine the detection limit based on using a calibration line (or curve) and inverse regression.

Usage

detectionLimitCalibrate(object, coverage = 0.99, simultaneous = TRUE)

Arguments
object an object of class "calibrate” thatis the result of calling the function calibrate.
coverage optional numeric scalar between 0 and 1 indicating the confidence level associ-

ated with the prediction intervals used in determining the detection limit. The
default value is coverage=0.99.

simultaneous optional logical scalar indicating whether to base the prediction intervals on
simultaneous or non-simultaneous prediction limits. The default value is
simultaneous=TRUE.

Details

The idea of a decision limit and detection limit is directly related to calibration and can be framed
in terms of a hypothesis test, as shown in the table below. The null hypothesis is that the chemical
is not present in the physical sample, i.e., Hy : C' = 0, where C denotes the concentration.

Your Decision Hy True (C =0) Hy False (C > 0)

Reject Hy Type I Error
(Declare Chemical Present)  (Probability = «)

Do Not Reject H Type 1I Error
(Declare Chemical Absent) (Probability = 3)

Ideally, you would like to minimize both the Type I and Type II error rates. Just as we use critical
values to compare against the test statistic for a hypothesis test, we need to use a critical signal level
Sp called the decision limit to decide whether the chemical is present or absent. If the signal is
less than or equal to Sp we will declare the chemical is absent, and if the signal is greater than Sp
we will declare the chemical is present.

First, suppose no chemical is present (i.e., the null hypothesis is true). If we want to guard against
the mistake of declaring that the chemical is present when in fact it is absent (Type I error), then we
should choose Sp so that the probability of this happening is some small value . Thus, the value
of Sp depends on what we want to use for « (the Type I error rate), and the true (but unknown)
value of ¢ (the standard deviation of the errors assuming a constant standard deviation) (Massart et
al., 1988, p. 111).

When the true concentration is 0, the decision limit is the (1-a)100th percentile of the distribution
of the signal S. Note that the decision limit is on the scale of and in units of the signal S.
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Now suppose that in fact the chemical is present in some concentration C (i.e., the null hypothesis
is false). If we want to guard against the mistake of declaring that the chemical is absent when in
fact it is present (Type II error), then we need to determine a minimal concentration C'p L called the
detection limit (DL) that we know will yield a signal less than the decision limit Sp only a small
fraction of the time ().

In practice we do not know the true value of the standard deviation of the errors (o), so we cannot
compute the true decision limit. Also, we do not know the true values of the intercept and slope of
the calibration line, so we cannot compute the true detection limit. Instead, we usually set « = 3
and estimate the decision and detection limits by computing prediction limits for the calibration line
and using inverse regression.

The estimated detection limit corresponds to the upper confidence bound on concentration given
that the signal is equal to the estimated decision limit. Currie (1997) discusses other ways to define
the detection limit, and Glaser et al. (1981) define a quantity called the method detection limit.

Value

A numeric vector of length 2 indicating the signal detection limit and the concentration detection
limit. This vector has two attributes called coverage and simultaneous indicating the values of
these arguments that were used in the call to detectionLimitCalibrate.

Note

Perhaps no other topic in environmental statistics has generated as much confusion or controversy
as the topic of detection limits. After decades of disparate terminology, ISO and IUPAC provided
harmonized guidance on the topic in 1995 (Currie, 1997). Intuitively, the idea of a detection limit
is simple to grasp: the detection limit is “the smallest amount or concentration of a particular
substance that can be reliably detected in a given type of sample or medium by a specific measure-
ment process” (Currie, 1997, p. 152). Unfortunately, because of the exceedingly complex nature of
measuring chemical concentrations, this simple idea is difficult to apply in practice.

Detection and quantification capabilities are fundamental performance characteristics of the Chem-
ical Measurement Process (CMP) (Currie, 1996, 1997). In this help file we discuss some currently
accepted definitions of the terms decision, detection, and quantification limits. For more details, the
reader should consult the references listed in this help file.

The quantification limit is defined as the concentration C at which the coefficient of variation
(also called relative standard deviation or RSD) for the distribution of the signal S is some small
value, usually taken to be 10% (Currie, 1968, 1997). In practice the quantification limit is difficult
to estimate because we have to estimate both the mean and the standard deviation of the signal
S for any particular concentration, and usually the standard deviation varies with concentration.
Variations of the quantification limit include the quantitation limit (Keith, 1991, p. 109), minimum
level (USEPA, 1993), and alternative minimum level (Gibbons et al., 1997a).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

calibrate, inversePredictCalibrate, pointwise.

Examples

++

The data frame EPA.97.cadmium.111.df contains calibration
data for cadmium at mass 111 (ng/L) that appeared in
Gibbons et al. (1997b) and were provided to them by the U.S. EPA.

The Example section in the help file for calibrate shows how to
plot these data along with the fitted calibration line and 99%
non-simultaneous prediction limits.

For the current example, we will compute the decision limit (7.68)
and detection limit (12.36 ng/L) based on using alpha = beta = 0.01
and a linear calibration line with constant variance. See

Millard and Neerchal (2001, pp.566-575) for more details on this
example.

N Y

calibrate.list <- calibrate(Cadmium ~ Spike, data = EPA.97.cadmium.111.df)
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detectionLimitCalibrate(calibrate.list, simultaneous = FALSE)

# Decision Limit (Signal) Detection Limit (Concentration)
# 7.677842 12.364670
#attr(, "coverage")

#[1] 0.99

#attr(, "simultaneous")

#[1] FALSE

# __________

# Clean up

# _________

rm(calibrate.list)

Distribution.df Data Frame Summarizing Available Probability Distributions and Es-
timation Methods

Description

Data frame summarizing information about available probability distributions in R and the EnvS-
tats package, and which distributions have associated functions for estimating distribution parame-
ters.

Usage

Distribution.df

Format

A data frame with 35 rows corresponding to 35 different available probability distributions, and 25
columns containing information associated with these probability distributions.

Name a character vector containing the name of the probability distribution (see the column labeled
Name in the table below).

Type a character vector indicating the type of distribution (see the column labeled Type in the table
below). Possible values are "Finite Discrete”, "Discrete”, "Continuous”, and "Mixed".

Support.Min a character vector indicating the minimum value the random variable can assume
(see the column labeled Range in the table below). The reason this is a character vector
instead of a numeric vector is because some distributions have a lower bound that depends
on the value of a distribution parameter. For example, the minimum value for a Uniform
distribution is given by the value of the parameter min.

Support.Max a character vector indicating the maximum value the random variable can assume
(see the column labeled Range in the table below). The reason this is a character vector
instead of a numeric vector is because some distributions have an upper bound that depends
on the value of a distribution parameter. For example, the maximum value for a Uniform
distribution is given by the value of the parameter max.

Estimation.Method(s) a character vector indicating the names of the methods available to esti-
mate the distribution parameter(s) (see the column labeled Estimation Method(s) in the table
below). Possible values include "mle” (maximum likelihood), "mme"” (method of moments),
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"mmue” (method of moments based on the unbiased estimate of variance), "mvue” (minimum
variance unbiased), "gmle” (quasi-mle), etc., or some combination of these. In cases where
an estimator is more than one kind, a slash (/) is used to denote all methods covered by the
single estimator. For example, for the Binomial distribution, the sample proportion is the
maximum likelihood, method of moments, and minimum variance unbiased estimator, so this
method is denoted as "mle/mme/mvue”. See the help files for the specific function listed under
Estimating Distribution Parameters for an explanation of each of these estimation methods.

Quantile.Estimation.Method(s) a character vector indicating the names of the methods avail-
able to estimate the distribution quantiles. For many distributions, these are the same as
Estimation.Method(s). See the help files for the specific function listed under Estimating
Distribution Quantiles for an explanation of each of these estimation methods.

Prediction.Interval.Method(s) a character vector indicating the names of the methods avail-
able to create prediction intervals. See the help files for the specific function listed under
Prediction Intervals for an explanation of each of these estimation methods.

Singly.Censored.Estimation.Method(s) a character vector indicating the names of the meth-
ods available to estimate the distribution parameter(s) for Type I singly-censored data. See the
help files for the specific function listed under Estimating Distribution Parameters in the help
file for Censored Data for an explanation of each of these estimation methods.

Multiply.Censored.Estimation.Method(s) acharacter vector indicating the names of the meth-
ods available to estimate the distribution parameter(s) for Type I multiply-censored data. See
the help files for the specific function listed under Estimating Distribution Parameters in the
help file for Censored Data for an explanation of each of these estimation methods.

Number .parameters a numeric vector indicating the number of parameters associated with the
distribution (see the column labeled Parameters in the table below).

Parameter.1 the columns labeled Parameter.1, Parameter.2, ..., Parameter.5 are character
vectors containing the names of the distribution parameters (see the column labeled Parame-
ters in the table below). If a distribution has n parameters and n < 5, then the columns labeled
Parameter.n+1, ..., Parameter.5 are empty. For example, the Normal distribution has only
two parameters associated with it (mean and sd), so the fields in Parameter. 3, Parameter. 4,
and Parameter.5 are empty.

Parameter.2 see Parameter.1
Parameter.3 see Parameter.1
Parameter.4 see Parameter.1
Parameter.5 see Parameter.1

Parameter.1.Min the columns labeled Parameter.1.Min, Parameter.2.Min, ...,
Parameter.5.Min are character vectors containing the minimum values that can be assumed
by the distribution parameters (see the column labeled Parameter Range(s) in the table be-
low).

The reason these are character vectors instead of numeric vectors is because some parameters
have a lower bound of @ but must be strictly bigger than @ (e.g., the parameter sd for the
Normal distribution), in which case the lower bound is .Machine$double.eps, which may
vary from machine to machine. Also, some parameters have a lower bound that depends on
the value of another parameter. For example, the parameter max for a Uniform distribution is
bounded below by the value of the parameter min.

If a distribution has n parameters and n < 5, then the columns labeled Parameter.n+1.Min,
..., Parameter.5.Min have the missing value code (NA). For example, the Normal distribution
has only two parameters associated with it (mean and sd) so the fields in

Parameter.3.Min, Parameter.4.Min, and Parameter.5.Min have NAs in them.

Parameter.2.Min see Parameter.1.Min
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Parameter.3.Min see Parameter.1.Min
Parameter.4.Min see Parameter.1.Min
Parameter.5.Min see Parameter.1.Min

Parameter.1.Max the columns labeled Parameter.1.Max, Parameter.2.Max, ...,
Parameter.5.Max are character vectors containing the maximum values that can be assumed
by the distribution parameters (see the column labeled Parameter Range(s) in the table be-
low).

The reason these are character vectors instead of numeric vectors is because some parame-
ters have an upper bound that depends on the value of another parameter. For example, the
parameter min for a Uniform distribution is bounded above by the value of the parameter max.
If a distribution has n parameters and n < 5, then the columns labeled Parameter.n+1.Max,
..., Parameter.5.Max have the missing value code (NA). For example, the Normal distribution
has only two parameters associated with it (mean and sd) so the fields in

Parameter.3.Max, Parameter.4.Max, and Parameter.5.Max have NAs in them.

Parameter.2.Max see Parameter.1.Max
Parameter.3.Max see Parameter.1.Max
Parameter.4.Max see Parameter.1.Max

Parameter.5.Max see Parameter.1.Max

Details

The table below summarizes the probability distributions available in R and EnvStats. For each
distribution, there are four associated functions for computing density values, percentiles, quan-
tiles, and random numbers. The form of the names of these functions are dabb, pabb, qabb, and
rabb, where abb is the abbreviated name of the distribution (see table below). These functions are
described in the help file with the name of the distribution (see the first column of the table below).
For example, the help file for Beta describes the behavior of dbeta, pbeta, gbeta, and rbeta.

For most distributions, there is also an associated function for estimating the distribution parameters,
and the form of the names of these functions is eabb, where abb is the abbreviated name of the
distribution (see table below). All of these functions are listed in the help file Estimating Distribution
Parameters. For example, the function ebeta estimates the shape parameters of a Beta distribution
based on a random sample of observations from this distribution.

For some distributions, there are functions to estimate distribution parameters based on Type I cen-
sored data. The form of the names of these functions is eabbSinglyCensored for singly censored
data and eabbMultiplyCensored for multiply censored data. All of these functions are listed under
the heading Estimating Distribution Parameters in the help file Censored Data.

Table 1a. Available Distributions: Name, Abbreviation, Type, and Range

Name Abbreviation Type Range
Beta beta Continuous [0, 1]
Binomial binom Finite [0, size]
Discrete (integer)
Cauchy cauchy Continuous  (—o0,00)
Chi chi Continuous [0, 00)

Chi-square chisq Continuous [0, 00)
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Exponential

Extreme
Value

F
Gamma

Gamma
(Alternative)

Generalized

Extreme
Value

Geometric

Hypergeometric

Logistic
Lognormal

Lognormal
(Alternative)

Lognormal
Mixture

Lognormal
Mixture
(Alternative)

Three-
Parameter
Lognormal

Truncated
Lognormal

Truncated
Lognormal
(Alternative)

exp

evd

gamma

gammaAlt

gevd

geom

hyper

logis
lnorm

lnormAlt

InormMix

lnormMixAlt

1norm3

lnormTrunc

InormTruncAlt

Continuous

Continuous

Continuous

Continuous

Continuous

Continuous

Discrete

Finite

Discrete

Continuous

Continuous

Continuous

Continuous

Continuous

Continuous

Continuous

Continuous

Distribution.df

(=00, 00)

for shape = 0

(—00, location + %ﬁf@]
for shape > 0

) scale
[location + £ | o0)

for shape < 0

[0, 00)
(integer)

(integer)

(—00, 00)

[0, 00)

[threshold, o)

[min, maz]

[min, mazx]
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Negative
Binomial

Normal

Normal
Mixture

Truncated
Normal

Pareto

Poisson

Student’s t
Triangular
Uniform
Weibull

Wilcoxon
Rank Sum

Zero-Modified
Lognormal
(Delta)

Zero-Modified
Lognormal
(Delta)
(Alternative)

Zero-Modified
Normal

nbinom

norm

normMix

normTrunc

pareto

pois

tri
unif
weibull

wilcox

zmlnorm

zmlnormAlt

zmnorm

Discrete

Continuous

Continuous

Continuous

Continuous

Discrete

Continuous

Continuous

Continuous

Continuous

Finite
Discrete

Mixed

Mixed

Mixed
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[0, 00)
(integer)

(700ﬂm)

(_OON”)

[min, max]

[location, 00)

[0,00)
(integer)

(~00,50)
[min, maz]
[min, maz]
[0, 00)

[0, mn]
(integer)

[0,00)

[0, 00)

(700ﬂm)

Table 1b. Available Distributions: Name, Parameters, Parameter Default Values, Parameter

Ranges, Estimation Method(s)

Default
Name Parameter(s) Value(s)
Beta shapel
shape?2
ncp 0
Binomial size

prob

Parameter  Estimation
Range(s) Method(s)

(0, 00) mle, mme, mmue
(0, 00)

(0, 00)

[0, 00) mle/mme/mvue
0,1]
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Cauchy location 0 (—00,00)
scale 1 (0, 00)
Chi df (0, 00)
Chi-square df (0, 00)
ncp 0 (—00,00)
Exponential rate 1 (0, 00) mle/mme
Extreme location 0 (=00, 00) mle, mme, mmue, pwme
Value scale 1 (0, 00)
F df1 (0, 00)
df2 (0, 00)
ncp 0 (0, 00)
Gamma shape (0, 00) mle, bcmle, mme, mmue
scale 1 (0, 00)
Gamma mean (0, 00) mle, bcmle, mme, mmue
(Alternative) cv 1 (0, 00)
Generalized location 0 (—00,00) mle, pwme, tsoe
Extreme scale 1 (0, 00)
Value shape 0 (=00, 00)
Geometric prob (0,1) mle/mme, mvue
Hypergeometric m [0, 00) mle, mvue
n [0, 00)
k [1,m + n]
Logistic location 0 (—00,00) mle, mme, mmue
scale 1 (0, 00)
Lognormal meanlog 0 (=00, 00) mle/mme, mvue
sdlog 1 (0, 00)
Lognormal mean exp(1/2) (0, 00) mle, mme, mmue,
(Alternative) cv sgrt(exp(1)-1) (0,00) mvue, gmle
Lognormal meanlogl 0 (=00, 00)
Mixture sdlog1 1 (0, 00)
meanlog? 0 (—00,00)
sdlog? 1 (0, 00)
p.mix 0.5 [0,1
Lognormal mean1 exp(1/2) (0, 00)
Mixture cvl sgrt(exp(1)-1) (0,00)
(Alternative) mean?2 exp(1/2) (0, 00)
cv2 sgrt(exp(1)-1) (0,00)
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p.mix 0.5 [0,1]
Three- meanlog 0 (=00, 00) Imle, mme,
Parameter sdlog 1 (0, 00) mmue, mmme,
Lognormal threshold 0 (=00, 00) royston.skew,
zero.skew
Truncated meanlog 0 (—00,00)
Lognormal sdlog 1 (0, 00)
min 0 [0, mazx)
max Inf min, 0o)
Truncated mean exp(1/2) (0, 00)
Lognormal cv sgrt(exp(1)-1) (0,00)
(Alternative) min 0 [0, mazx)
max Inf (min, o)
Negative size [1,00) mle/mme, mvue
Binomial prob (0,1]
mu (0, 00)
Normal mean 0 (=00, 00) mle/mme, mvue
sd 1 (0, 00)
Normal mean’ 0 (—00,00)
Mixture sd1 1 (0,00)
mean?2 0 (=00, 00)
sd2 1 (0, 00)
p.mix 0.5 [0,1
Truncated mean 0 (=00, 00)
Normal sd 1 (0, 00)
min -Inf (—o0, mazx)
max Inf (min, 00)
Pareto location (0, 00) Ise, mle
shape 1 (0,00)
Poisson lambda (0, 00) mle/mme/mvue
Student’s t df (0, 00)
ncp 0 (=00, 00)
Triangular min 0 (—o0, max)
max 1 (min, 00)
mode 0.5 (min, maz)
Uniform min 0 (—oc0,mazr) mle, mme, mmue
max 1 (min, 00)
Weibull shape (0, 00) mle, mme, mmue

scale 1 (0, 00)
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Wilcoxon m [1,00)
Rank Sum n [1,00)
Zero-Modified ~ meanlog 0 (=00, 00) mvue
Lognormal sdlog 1 (0, 00)
(Delta) p.zero 0.5 [0,1]
Zero-Modified  mean exp(1/2) (0, 00) mvue
Lognormal cv sqrt(exp(1)-1) (0,00)
(Delta) p.zero 0.5 [0,1]
(Alternative)
Zero-Modified  mean 0 (—00, 00) mvue
Normal sd 1 (0,00)
p.zero 0.5 [0,1]
Source
The EnvStats package.
References

Millard, S.P. (2013). EnvStats: An R Package for Environmental Statistics. Springer, New York.

ebeta Estimate Parameters of a Beta Distribution

Description

Estimate the shape parameters of a beta distribution.

Usage

ebeta(x, method = "mle")

Arguments
X numeric vector of observations. All observations must be between greater than
0 and less than 1.
method character string specifying the method of estimation. The possible values are

"mle"” (maximum likelihood; the default), "mme"” (method of moments), and
"mmue” (method of moments based on the unbiased estimator of variance). See
the DETAILS section for more information on these estimation methods.
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Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let z = (21,2,...,2,) be a vector of n observations from a beta distribution with parameters
shapel=v and shape2=w.

Maximum Likelihood Estimation (method="mle")
The maximum likelihood estimators (mle’s) of the shape parameters v and w are the solutions of
the simultaneous equations:

V(o) = V(o +&) = (1/n) ) log(a:)
=1

V() V(o +@) = (1fn) Y log(1 — ;)

where ¥ () is the digamma function (Forbes et al., 2011).

Method of Moments Estimators (nethod="mme")
The method of moments estimators (mme’s) of the shape parameters v and w are given by (Forbes
etal., 2011):

= #{[z(1 - 2)/s7,] — 1}
=1 -2){lz(1 -2)/s7,] - 1}

>

&>

where
n

1 1
jzﬁ;xi; sfn:EZ(a:i—a’c)Q

i=1

Method of Moments Estimators Based on the Unbiased Estimator of Variance (method="mmue")
These estimators are the same as the method of moments estimators except that the method of
moments estimator of variance is replaced with the unbiased estimator of variance:

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.

Note

The beta distribution takes real values between 0 and 1. Special cases of the beta are the Uni-
form[0,1] when shape1=1 and shape2=1, and the arcsin distribution when shape1=0.5 and shape2=0.5.
The arcsin distribution appears in the theory of random walks. The beta distribution is used in
Bayesian analyses as a conjugate to the binomial distribution.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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References

Forbes, C., M. Evans, N. Hastings, and B. Peacock. (2011). Statistical Distributions. Fourth
Edition. John Wiley and Sons, Hoboken, NJ.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1995). Continuous Univariate Distributions, Volume
2. Second Edition. John Wiley and Sons, New York.

See Also

Beta.

Examples

# Generate 20 observations from a beta distribution with parameters

# shapel=2 and shape2=4, then estimate the parameters via

# maximum likelihood.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
dat <- rbeta(20, shapel = 2, shape2 = 4)
ebeta(dat)

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Beta

#

#Estimated Parameter(s): shapel = 5.392221
# shape2 = 11.823233
#

#Estimation Method: mle

#

#Data: dat

#

#Sample Size: 20

H#==========

# Repeat the above, but use the method of moments estimators:
ebeta(dat, method = "mme")

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Beta

#

#Estimated Parameter(s): shapel = 5.216311
# shape2 = 11.461341
#

#Estimation Method: mme

#

#Data: dat

#

#Sample Size: 20
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# Clean up

rm(dat)
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ebinom

Estimate Parameter of a Binomial Distribution

Description

Estimate p (the probability of “success”) for a binomial distribution, and optionally construct a
confidence interval for p.

Usage

ebinom(x, size = NULL, method = "mle/mme/mvue”, ci = FALSE,
ci.type = "two-sided”, ci.method = "score"”, correct = TRUE,

var.denom =

Arguments

X

size

method

ci

ci.type

ci.method

correct

var.denom

conf.level

"n", conf.level = 0.95, warn = TRUE)

numeric or logical vector of observations. When size is not supplied, x must
be a numeric vector of Os (“failures”) and 1s (“successes”), or else a logical
vector of FALSE values (“failures”) and TRUE values (“successes”). When size is
supplied, x must be a non-negative integer containing the number of “successes”
out of the number of trials indicated by size. Missing (NA), undefined (NaN), and
infinite (Inf, -Inf) values are allowed but will be removed.

positive integer indicating the of number of trials; size must be at least as large
as the value of x.

character string specifying the method of estimation. The only possible value
is "mle/mme/mvue” (maximum likelihood, method of moments, and minimum
variance unbiased). See the DETAILS section for more information.

logical scalar indicating whether to compute a confidence interval for the mean.
The default value is ci=FALSE.

character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

character string indicating which method to use to construct the confidence in-
terval. Possible values are "score” (the default), "exact"”, "adjusted Wald",
and "Wald"”. This argument is ignored if ci=FALSE.

logical scalar indicating whether to use the continuity correction when
ci.method="score"” or ci.method="Wald".
The default value is correct=TRUE.

character string indicating what value to use in the denominator of the variance
estimator when ci.method="Wald". Possible values are "n" (the default) and
"n-1". This argument is ignored if ci=FALSE.

a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.
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warn a logical scalar indicating whether to issue a waning in the case when ci=TRUE,
ci.method="Wald", and any of the following conditions is true: the estimated
proportion is less than 0.2, the estimated proportion is greater than 0.8, the num-
ber of successes or failures is less than 5. The default value is warn=TRUE.

Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

If z is a vector of n observations from a binomial distribution with parameters size=1 and prob=p,
then the sum of all the values in x is an observation from a binomial distribution with parameters
size=n and prob=p.

If x is an observation from a binomial distribution with parameters size=n and prob=p, the max-
imum likelihood estimator (mle), method of moments estimator (mme), and minimum variance
unbiased estimator (mvue) of p is simply x/n.

Confidence Intervals.

ci.method="score" The confidence interval for p based on the score method was developed by
Wilson (1927) and is discussed by Newcombe (1998a), Agresti and Coull (1998), and Agresti
and Caffo (2000). When ci=TRUE and ci.method="score", the function ebinom calls the
R function prop.test to compute the confidence interval. This method has been shown to
provide the best performance (in terms of actual coverage matching assumed coverage) of all
the methods provided here, although unlike the exact method, the actual coverage can fall
below the assumed coverage.

ci.method="exact" The confidence interval for p based on the exact (Clopper-Pearson) method is
discussed by Newcombe (1998a), Agresti and Coull (1998), and Zar (2010, pp.543-547). This
is the method used in the R function binom. test. This method ensures the actual coverage is
greater than or equal to the assumed coverage.

ci.method="Wald"” The confidence interval for p based on the Wald method (with or without a
correction for continuity) is the usual “normal approximation” method and is discussed by
Newcombe (1998a), Agresti and Coull (1998), Agresti and Caffo (2000), and Zar (2010,
pp-543-547). This method is never recommended but is included for historical purposes.

ci.method="adjusted Wald” The confidence interval for p based on the adjusted Wald method is
discussed by Agresti and Coull (1998), Agresti and Caffo (2000), and Zar (2010, pp.543-547).
This is a simple modification of the Wald method and performs surpringly well.

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.

Note

The binomial distribution is used to model processes with binary (Yes-No, Success-Failure, Heads-
Tails, etc.) outcomes. It is assumed that the outcome of any one trial is independent of any other
trial, and that the probability of “success”, p, is the same on each trial. A binomial discrete random
variable X is the number of “successes” in n independent trials. A special case of the binomial
distribution occurs when n = 1, in which case X is also called a Bernoulli random variable.

In the context of environmental statistics, the binomial distribution is sometimes used to model the
proportion of times a chemical concentration exceeds a set standard in a given period of time (e.g.,
Gilbert, 1987, p.143). The binomial distribution is also used to compute an upper bound on the
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overall Type I error rate for deciding whether a facility or location is in compliance with some set
standard. Assume the null hypothesis is that the facility is in compliance. If a test of hypothesis is
conducted periodically over time to test compliance and/or several tests are performed during each
time period, and the facility or location is always in compliance, and each single test has a Type |
error rate of ¢, and the result of each test is independent of the result of any other test (usually not
a reasonable assumption), then the number of times the facility is declared out of compliance when
in fact it is in compliance is a binomial random variable with probability of “success” p = « being
the probability of being declared out of compliance (see USEPA, 2009).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

Binomial, prop. test, binom. test, ciBinomHalfWidth, ciBinomN, plotCiBinomDesign.

Examples
# Generate 20 observations from a binomial distribution with
# parameters size=1 and prob=0.2, then estimate the 'prob' parameter.
# (Note: the call to set.seed simply allows you to reproduce this
# example. Also, the only parameter estimated is 'prob'; 'size' is
# specified in the call to ebinom. The parameter 'size' is printed
# inorder to show all of the parameters associated with the
# distribution.)

set.seed(251)
dat <- rbinom(20, size = 1, prob = 0.2)
ebinom(dat)

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Binomial

#

#Estimated Parameter(s): size = 20.0

# prob = 0.1

#

#Estimation Method: mle/mme/mvue for 'prob'
#

#Data: dat

#

#Sample Size: 20

# ________________________________________________________________

# Generate one observation from a binomial distribution with
# parameters size=20 and prob=0.2, then estimate the "prob”
# parameter and compute a confidence interval:

set.seed(763)
dat <- rbinom(1, size=20, prob=0.2)
ebinom(dat, size = 20, ci = TRUE)

#Results of Distribution Parameter Estimation

# ____________________________________________
#

#Assumed Distribution: Binomial

#

#Estimated Parameter(s): size = 20.00
# prob = 0.35
#

#Estimation Method: mle/mme/mvue for 'prob'
#

#Data: dat

#

#Sample Size: 20

#

#Confidence Interval for: prob
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#
#Confidence Interval Method: Score normal approximation
# (With continuity correction)
#
#Confidence Interval Type: two-sided
#
#Confidence Level: 95%
#
#Confidence Interval: LCL = 0.1630867
# UCL = 0.5905104
# ________________________________________________________________
# Using the data from the last example, compare confidence

# intervals

ebinom(dat, size = 20,
ci.method = "score”,
# LCL ucL

#0.1630867 0.5905104

ebinom(dat, size = 20,
ci.method = "score”,

# LCL ucL

#0.1811918 0.5671457

based on the various methods

ci = TRUE,
correct = TRUE)S$interval$limits

ci = TRUE,
correct = FALSE)$interval$limits

ebinom(dat, size = 20, ci = TRUE,
ci.method = "exact")$interval$limits

# LCL ucL

#0.1539092 0.5921885

ebinom(dat, size = 20, ci = TRUE,

ci.method = "adjusted Wald”)$interval$limits

# LCL ucL
#0.1799264 0.5684112

ebinom(dat, size = 20,

ci = TRUE,

ci.method = "Wald"”, correct = TRUE)$interval$limits

# LCL ucL
#0.1159627 0.5840373

ebinom(dat, size = 20,

ci = TRUE,

ci.method = "Wald"”, correct = FALSE)$interval$limits

# LCL ucL
#0.1409627 0.5590373

# Use the cadmium data on page 8-6 of USEPA (1989b) to compute
# two-sided 95% confidence intervals for the probability of

# detection at background and compliance wells.

The data are

# stored in EPA.89b.cadmium.df.
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EPA.89b.cadmium.df

#  Cadmium.orig Cadmium Censored

#1 0.1 0.100
#2 0.12 0.120
#3 BDL  0.000
#...

#86 BDL  0.000
#87 BDL  0.000
#88 BDL  0.000

attach(EPA.89b.cadmium.df)

FALSE
FALSE
TRUE

TRUE
TRUE
TRUE

Well. type
Background
Background
Background

Compliance
Compliance
Compliance

# Probability of detection at Background well:

ebinom(!Censored[Well. type=="Background”], ci=TRUE)

#Results of Distribution Parameter Estimation

#Assumed Distribution:

#

#Estimated Parameter(s):
#

#

#Estimation Method:

#

#Data:

#

#Sample Size:

#

#Confidence Interval for:
#

#Confidence Interval Method:

#

#

#Confidence Interval Type:
#

#Confidence Level:

#

#Confidence Interval:

#

Binomial

size = 24.0000000
prob 0.3333333

mle/mme/mvue for 'prob'

ICensored[Well.type == "Background"]

24
prob

Score normal approximation
(With continuity correction)

two-sided

95%

LCL = 0.1642654
UCL = 0.5530745

# Probability of detection at Compliance well:

ebinom(!Censored[Well.type=="Compliance”], ci=TRUE)

#Results of Distribution Parameter Estimation

#Assumed Distribution:
#

#Estimated Parameter(s):
#

Binomial

64.000
0.375

size
prob

ebinom
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#

#Estimation Method: mle/mme/mvue for 'prob'

#

#Data: ICensored[Well.type == "Compliance"]
#

#Sample Size: 64

#

#Confidence Interval for: prob

#

#Confidence Interval Method: Score normal approximation
# (With continuity correction)
#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 9.2597567

# UCL = 0.5053034

# ________________________________________________________________
# Clean up

rm(dat)

detach("EPA.89b.cadmium.df")

ecdfPlot Empirical Cumulative Distribution Function Plot

Description

Produce an empirical cumulative distribution function plot.

Usage

ecdfPlot(x, discrete = FALSE,
prob.method = ifelse(discrete, "emp.probs”, "plot.pos"),
plot.pos.con =
ecdf.lwd = 3 * par(”"cex"), ecdf.lty = 1, curve.fill = FALSE,

0.375, plot.it = TRUE, add = FALSE, ecdf.col = "black”,

prob.method

curve.fill.col = "cyan”", ..., type = ifelse(discrete, "s", "1"),
main = NULL, xlab = NULL, ylab = NULL, xlim = NULL, ylim = NULL)
Arguments
X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.
discrete logical scalar indicating whether the assumed parent distribution of x is discrete

(discrete=TRUE) or continuous (discrete=FALSE; the default).

character string indicating what method to use to compute the plotting positions
(empirical probabilities). Possible values are plot.pos (plotting positions, the
default if discrete=FALSE) and emp.probs (empirical probabilities, the default
if discrete=TRUE). See the DETAILS section for more explanation.
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plot.pos.con  numeric scalar between 0 and 1 containing the value of the plotting position
constant. The default value is plot.pos.con=0.375. See the DETAILS section
for more information. This argument is ignored if prob.method="emp.probs".

plot.it logical scalar indicating whether to produce a plot or add to the current plot (see
add) on the current graphics device. The default value is plot.it=TRUE.

add logical scalar indicating whether to add the empirical cdf to the current plot
(add=TRUE) or generate a new plot (add=FALSE; the default). This argument is
ignored if plot.it=FALSE.

ecdf.col a numeric scalar or character string determining the color of the empirical cdf
line or points. The default value is ecdf.col=1. See the entry for col in the
help file for par for more information.

ecdf . lwd a numeric scalar determining the width of the empirical cdf line. The default
value is ecdf. lwd=3*par("”cex"). See the entry for 1wd in the help file for par
for more information.

ecdf.1lty a numeric scalar determining the line type of the empirical cdf line. The default
value is ecdf.1lty=1. See the entry for 1ty in the help file for par for more
information.

curve.fill a logical scalar indicating whether to fill in the area below the empirical cdf

curve with the color specified by curve.fill.col. The default value is
curve.fill=FALSE.

curve.fill.col anumeric scalar or character string indicating what color to use to fill in the area
below the empirical cdf curve. The default value is curve.fill.col=5. This
argument is ignored if curve.fill=FALSE.

type, main, xlab, ylab, xlim, ylim,
additional graphical parameters (see 1ines and par). In particular, the argument
type specifies the kind of line type. By default, the function ecdfPlot plots a
step function (type="s") when discrete=TRUE, and plots a straight line be-
tween points (type="1") when discrete=FALSE. The user may override these
defaults by supplying the graphics parameter type (type="s" for a step func-
tion, type="1" for linear interpolation, type="p" for points only, etc.).

Details

The cumulative distribution function (cdf) of a random variable X is the function F' such that
F(x)=Pr(X <x) (1)

for all values of x. That is, if p = F(x), then p is the proportion of the population that is less than
or equal to x, and x is called the p’th quantile, or the 100p’th percentile. A plot of quantiles on
the z-axis (i.e., the possible value for the random variable X) vs. the fraction of the population less
than or equal to that number on the y-axis is called the cumulative distribution function plot, and
the y-axis is usually labeled as the “cumulative probability” or “cumulative frequency”.

When we have a sample of data from some population, we usually do not know what percentiles our
observations correspond to because we do not know the form of the cumulative distribution function
F, so we have to use the sample data to estimate the cdf F'. An emprical cumulative distribution
Jfunction (ecdf) plot, also called a quantile plot, is a plot of the observed quantiles (i.e., the ordered
observations) on the z-axis vs. the estimated cumulative probabilities on the y-axis (Chambers et
al., 1983, pp. 11-19; Cleveland, 1993, pp. 17-20; Cleveland, 1994, pp. 136-139; Helsel and Hirsch,
1992, pp. 21-24).
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(Note: Some authors (e.g., Chambers et al., 1983, pp.11-16; Cleveland, 1993, pp.17-20) reverse the
axes on a quantile plot, i.e., the observed order statistics from the random sample are on the y-axis
and the estimated cumulative probabilities are on the z-axis.)

The empirical cumulative distribution function (ecdf) is an estimate of the cdf based on a random
sample of n observations from the distribution. Let 1, zo, ..., x, denote the n observations, and
let z(1), x(2), . .., T(n) denote the ordered observations (i.e., the order statistics). The cdf is usually
estimated by either the empirical probabilities estimator or the plotting-position estimator. The
empirical probabilities estimator is given by:

- . #zy <2y
Fleg) =pi = JT()

(2)
where #[z; < x(;)] denotes the number of observations less than or equal to x(;). The plotting-
position estimator is given by:

. R i—a
Flzg)) =pi = n—2a+1 (3)

where 0 < a < 1 (Cleveland, 1993, p. 18; D’ Agostino, 1986a, pp. 8,25).
For any value = such that z(;) < z < x(y), the ecdf is usually defined as either a step function:

F(z) = F[‘T(i)}v riy <w <y (4)

(e.g., D’Agostino, 1986a), or linear interpolation between order statistics is used:

F(z) = (1 —7)Flzp)] + rFzs), i <z <z@ipy (D)

where
T — X
r=——"0_ ()
T(i+1) — T(i)

(e.g., Chambers et al., 1983). For the step function version, the ecdf stays flat until it hits a value
on the z-axis corresponding to one of the order statistics, then it makes a jump. For the linear
interpolation version, the ecdf plot looks like lines connecting the points. By default, the function
ecdfPlot uses the step function version when discrete=TRUE, and the linear interpolation version
when discrete=FALSE. The user may override these defaults by supplying the graphics parameter
type (type="s" for a step function, type="1" for linear interpolation, type="p" for points only,
etc.).

The empirical probabilities estimator is intuitively appealing. This is the estimator used when
prob.method="emp.probs”. The disadvantage of this estimator is that it implies the largest ob-
served value is the maximum possible value of the distribution (i.e., the 100’th percentile). This
may be satisfactory if the underlying distribution is known to be discrete, but it is usually not satis-
factory if the underlying distribution is known to be continuous.

The plotting-position estimator with various values of a is often used when the goal is to produce a
probability plot (see qqPlot) rather than an empirical cdf plot. It is used to compute the estimated
expected values or medians of the order statistics for a probability plot. This is the estimator used
when prob.method="plot.pos"”. The argument plot.pos. con refers to the variable a. Based on
certain principles from statistical theory, certain values of the constant a make sense for specific
underlying distributions (see the help file for ggPlot for more information).

Because x is a random sample, the emprical cdf changes from sample to sample and the variability
in these estimates can be dramatic for small sample sizes.
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Value
ecdfPlot invisibly returns a list with the following components:

Order.Statistics

numeric vector of the ordered observations.
Cumulative.Probabilities

numeric vector of the associated plotting positions.

Note

An empirical cumulative distribution function (ecdf) plot is a graphical tool that can be used in
conjunction with other graphical tools such as histograms, strip charts, and boxplots to assess the
characteristics of a set of data. It is easy to determine quartiles and the minimum and maximum
values from such a plot. Also, ecdf plots allow you to assess local density: a higher density of
observations occurs where the slope is steep.

Chambers et al. (1983, pp.11-16) plot the observed order statistics on the y-axis vs. the ecdf on the
z-axis and call this a quantile plot.

Empirical cumulative distribution function (ecdf) plots are often plotted with theoretical cdf plots
(see cdfPlot and cdfCompare) to graphically assess whether a sample of observations comes from
a particular distribution. The Kolmogorov-Smirnov goodness-of-fit test (see gofTest) is the statis-
tical companion of this kind of comparison; it is based on the maximum vertical distance between
the empirical cdf plot and the theoretical cdf plot. More often, however, quantile-quantile (Q-Q)
plots are used instead of ecdf plots to graphically assess departures from an assumed distribution
(see qqPlot).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
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Cleveland, W.S. (1993). Visualizing Data. Hobart Press, Summit, New Jersey, 360pp.

D’Agostino, R.B. (1986a). Graphical Analysis. In: D’Agostino, R.B., and M.A. Stephens, eds.
Goodness-of Fit Techniques. Marcel Dekker, New York, Chapter 2, pp.7-62.

See Also

ppoints, cdfPlot, cdfCompare, qgPlot, ecdfPlotCensored.

Examples

# Generate 20 observations from a normal distribution with
# mean=0 and sd=1 and create an ecdf plot.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
X <= rnorm(20)
dev.new()
ecdfPlot(x)
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# Repeat the above example, but fill in the area under the
# empirical cdf curve.

dev.new()
ecdfPlot(x, curve.fill = TRUE)

# Repeat the above example, but plot only the points.

dev.new()
ecdfPlot(x, type = "p")

# Repeat the above example, but force a step function.

dev.new()
ecdfPlot(x, type = "s")

# __________

# Clean up

rm(x)

# _____________________________________________________________________________________
# The guidance document USEPA (1994b, pp. 6.22--6.25)

# contains measures of 1,2,3,4-Tetrachlorobenzene (TcCB)

# concentrations (in parts per billion) from soil samples

# at a Reference area and a Cleanup area. These data are strored
# in the data frame EPA.94b.tccb.df.

#

# Create an empirical CDF plot for the reference area data.
dev.new()

with(EPA.94b.tccb.df,
ecdfPlot(TcCB[Area == "Reference”], xlab = "TcCB (ppb)"))

graphics.off()

ecdfPlotCensored Empirical Cumulative Distribution Function Plot Based on Type |
Censored Data

Description

Produce an empirical cumulative distribution function plot for Type I left-censored or right-censored
data.
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Usage
ecdfPlotCensored(x, censored, censoring.side = "left"”, discrete = FALSE,
prob.method = "michael-schucany"”, plot.pos.con = 0.375, plot.it = TRUE,
add = FALSE, ecdf.col = 1, ecdf.lwd = 3 % par(”"cex"), ecdf.lty =1,
include.cen = FALSE, cen.pch = ifelse(censoring.side == "left"”, 6, 2),
cen.cex = par("cex"), cen.col = 4, ...,
type = ifelse(discrete, "s", "1"), main = NULL, xlab = NULL, ylab = NULL,
xlim = NULL, ylim = NULL)
Arguments
X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.
censored numeric or logical vector indicating which values of x are censored. This must

censoring.side

discrete

prob.method

plot.pos.con

plot.it

add

ecdf.col

ecdf. lwd

ecdf.lty

be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

character string indicating on which side the censoring occurs. The possible
values are "left"” (the default) and "right”.

logical scalar indicating whether the assumed parent distribution of x is discrete
(discrete=TRUE) or continuous (discrete=FALSE; the default).

character string indicating what method to use to compute the plotting posi-
tions (empirical probabilities). Possible values are "kaplan-meier” (product-
limit method of Kaplan and Meier (1958)), "nelson” (hazard plotting method
of Nelson (1972)), "michael-schucany” (generalization of the product-limit
method due to Michael and Schucany (1986)), and "hirsch-stedinger” (gen-
eralization of the product-limit method due to Hirsch and Stedinger (1987)). The
default value is prob.method="michael-schucany"”.

The "nelson” method is only available for censoring.side="right". See the
DETAILS section for more explanation.

numeric scalar between 0 and 1 containing the value of the plotting position
constant. The default value is plot.pos.con=0.375. See the DETAILS section
for more information. This argument is used only if prob.method is equal to
"michael-schucany” or "hirsch-stedinger”.

logical scalar indicating whether to produce a plot or add to the current plot (see
add) on the current graphics device. The default value is plot.it=TRUE.

logical scalar indicating whether to add the empirical cdf to the current plot
(add=TRUE) or generate a new plot (add=FALSE; the default). This argument is
ignored if plot.it=FALSE.

a numeric scalar or character string determining the color of the empirical cdf
line or points. The default value is ecdf.col=1. See the entry for col in the
help file for par for more information.

a numeric scalar determining the width of the empirical cdf line. The default
value is ecdf . lwd=3*par("cex"). See the entry for 1wd in the help file for par
for more information.

a numeric scalar determining the line type of the empirical cdf line. The default
value is ecdf.1ty=1. See the entry for 1ty in the help file for par for more
information.
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include.cen logical scalar indicating whether to include censored values in the plot. The
default value is include.cen=FALSE. If include.cen=TRUE, censored values
are plotted using the plotting character indicated by the argument cen.pch (see
below).

cen.pch numeric scalar or character string indicating the plotting character to use to
plot censored values. The default value is cen.pch=2 (hollow triangle pointing
up) when censoring.side="right", and cen.pch=6 (hollow triangle pointing
down) when censoring.side="1eft". See the help file for points for a list of
other possible plotting characters. This argument is ignored if
include.cen=FALSE.

cen.cex numeric scalar that determines the size of the plotting character used to plot
censored values. The default value is the current value of the cex graphics pa-
rameter. See the entry for cex in the help file for par for more information. This
argument is ignored if include.cen=FALSE.

cen.col numeric scalar or character string that determines the color of the plotting char-
acter used to plot censored values. The default value is cen.col=4. See the
entry for col in the help file for par for more information. This argument is
ignored if include.cen=FALSE.

type, main, xlab, ylab, xlim, ylim,
additional graphical parameters (see 1ines and par). In particular, the argument
type specifies the kind of line type. By default, the function ecdfPlotCensored
plots a step function (type="s") when discrete=TRUE, and plots a straight
line between points (type="1") when discrete=FALSE. The user may over-
ride these defaults by supplying the graphics parameter type (type="s" for a
step function, type="1" for linear interpolation, type="p" for points only, etc.).

Details

The function ecdfPlotCensored does exactly the same thing as ecdfPlot, except it calls the func-
tion ppointsCensored to compute the plotting positions (estimated cumulative probabilities) for
the uncensored observations.

If plot. it=TRUE, the estimated cumulative probabilities for the uncensored observations are plot-
ted against the uncensored observations. By default, the function ecdfPlotCensored plots a step
function when discrete=TRUE, and plots a straight line between points when discrete=FALSE.
The user may override these defaults by supplying the graphics parameter type (type="s" for a
step function, type="1" for linear interpolation, type="p" for points only, etc.).

If include.cen=TRUE, censored observations are included on the plot as points. The arguments
cen.pch, cen.cex, and cen. col control the appearance of these points.

In cases where x is a random sample, the emprical cdf will change from sample to sample and
the variability in these estimates can be dramatic for small sample sizes. Caution must be used in
interpreting the empirical cdf when a large percentage of the observations are censored.

Value
ecdfPlotCensored returns a list with the following components:

Order.Statistics

numeric vector of the “ordered” observations.
Cumulative.Probabilities

numeric vector of the associated plotting positions.

Censored logical vector indicating which of the ordered observations are censored.
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Censoring.Side character string indicating whether the data are left- or right-censored. This is
same value as the argument censoring.side.

Prob.Method character string indicating what method was used to compute the plotting posi-
tions. This is the same value as the argument prob.method.

Optional Component (only present when prob.method="michael-schucany” or
prob.method="hirsch-stedinger"”):

Plot.Pos.Con numeric scalar containing the value of the plotting position constant that was
used. This is the same as the argument plot.pos.con.

Note

An empirical cumulative distribution function (ecdf) plot is a graphical tool that can be used in
conjunction with other graphical tools such as histograms, strip charts, and boxplots to assess the
characteristics of a set of data.

Censored observations complicate the procedures used to graphically explore data. Techniques from
survival analysis and life testing have been developed to generalize the procedures for constructing
plotting positions, empirical cdf plots, and g-q plots to data sets with censored observations (see
ppointsCensored).

Empirical cumulative distribution function (ecdf) plots are often plotted with theoretical cdf plots
(see cdfPlot and cdfCompareCensored) to graphically assess whether a sample of observations
comes from a particular distribution. More often, however, quantile-quantile (Q-Q) plots are used
instead (see qqPlot and qgPlotCensored).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

ppoints, ppointsCensored, ecdfPlot, qgPlot, qgPlotCensored, cdfPlot, cdfCompareCensored.

Examples

# Generate 20 observations from a normal distribution with mean=20 and sd=5,
censor all observations less than 18, then generate an empirical cdf plot

for the complete data set and the censored data set. Note that the empirical
cdf plot for the censored data set starts at the first ordered uncensored
observation, and that for values of x > 18 the two emprical cdf plots are
exactly the same. This is because there is only one censoring level and

no uncensored observations fall below the censored observations.

(Note: the call to set.seed simply allows you to reproduce this example.)

H o H HF ¥ B H

set.seed(333)
X <= rnorm(20, mean=20, sd=5)
censored <- x < 18

sum(censored)
#[1]1 7
new.x <- x

new.x[censored] <- 18

dev.new()
ecdfPlot(x, xlim = range(pretty(x)),
main = "Empirical CDF Plot for\nComplete Data Set")

dev.new()
ecdfPlotCensored(new.x, censored, xlim = range(pretty(x)),
main="Empirical CDF Plot for\nCensored Data Set")

# Clean up

# Example 15-1 of USEPA (2009, page 15-10) gives an example of
# computing plotting positions based on censored manganese
# concentrations (ppb) in groundwater collected at 5 monitoring
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# wells. The data for this example are stored in
# EPA.09.Ex.15.1.manganese.df. Here we will create an empirical
# CDF plot based on the Kaplan-Meier method.

EPA.09.Ex.15.1.manganese.df
# Sample Well Manganese.Orig.ppb Manganese.ppb Censored

#1 1 Well.1 <5 5.0 TRUE
#2 2 Well.1 12.1 12.1 FALSE
#3 3 Well.1 16.9 16.9 FALSE
#4 4 Well.1 21.6 21.6 FALSE
#5 5 Well.1 <2 2.0 TRUE
#...

#21 1 Well.5 17.9 17.9 FALSE
#22 2 Well.5 22.7 22.7 FALSE
#23 3 Well.5 3.3 3.3 FALSE
#24 4 Well.5 .4 8.4 FALSE
#25 5 Well.5 <2 2.0 TRUE
dev.new()

with(EPA.@9.Ex.15.1.manganese.df,
ecdfPlotCensored(Manganese.ppb, Censored,

prob.method = "kaplan-meier"”, ecdf.col = "blue”,

main = "Empirical CDF of Manganese Data\nBased on Kaplan-Meier"))
f==========
# Clean up
# _________

graphics.off()

eevd Estimate Parameters of an Extreme Value (Gumbel) Distribution

Description

Estimate the location and scale parameters of an extreme value distribution, and optionally construct
a confidence interval for one of the parameters.

Usage

eevd(x, method = "mle”, pwme.method = "unbiased”,
plot.pos.cons = c(a = 0.35, b = @), ci = FALSE,
ci.parameter = "location”, ci.type = "two-sided",
ci.method = "normal.approx”, conf.level = 0.95)

Arguments

X

numeric vector of observations.

method character string specifying the method of estimation. Possible values are "mle"

(maximum likelihood; the default), "mme"” (methods of moments), "mmue” (method
of moments based on the unbiased estimator of variance), and "pwme" (probability-
weighted moments). See the DETAILS section for more information on these
estimation methods.
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pwme . method

plot.pos.cons

ci

ci.parameter

ci.type

ci.method

conf.level

Details
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character string specifying what method to use to compute the probability-weighted
moments when method="pwme". The possible values are "ubiased” (method
based on the U-statistic; the default), or "plotting.position” (method based
on the plotting position formula). See the DETAILS section in this help file and
the help file for pwMoment for more information. This argument is ignored if
method is not equal to "pwme”.

numeric vector of length 2 specifying the constants used in the formula for the
plotting positions when method="pwme" and pwme .method="plotting.position".
The default value is plot.pos.cons=c(a=0.35, b=0). If this vector has a
names attribute with the value c("a","b") or c("b","a"), then the elements
will be matched by name in the formula for computing the plotting positions.
Otherwise, the first element is mapped to the name "a" and the second element

to the name "b". See the DETAILS section in this help file and the help file

for pwMoment for more information. This argument is ignored if method is not
equal to "pwme” or if pwme.method="ubiased".

logical scalar indicating whether to compute a confidence interval for the loca-
tion or scale parameter. The default value is FALSE.

character string indicating the parameter for which the confidence interval is
desired. The possible values are "location” (the default) and "scale”. This
argument is ignored if ci=FALSE.

character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

character string indicating what method to use to construct the confidence in-
terval for the location or scale parameter. Currently, the only possible value is
"normal.approx” (the default). See the DETAILS section for more informa-
tion. This argument is ignored if ci=FALSE.

a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let x = (x1,22,...,

Zn) be a vector of n observations from an extreme value distribution with

parameters location=n and scale=6.

Estimation

Maximum Likelihood Estimation (method="mle")
The maximum likelihood estimators (mle’s) of 7 and € are the solutions of the simultaneous equa-
tions (Forbes et al., 2011):

- 1 & —x;
Aml = Um - ~ :
imle =0 lelog[n Zexp(e

P nle

)]
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where

Tr =

S|

n
D> i
i=1

Method of Moments Estimation (method="mme")
The method of moments estimators (mme’s) of 7 and 6 are given by (Johnson et al., 1995, p.27):

Nmme = T — 6arnme
5 V6
emme = Sm

s

where € denotes Euler’s constant and s,,, denotes the square root of the method of moments estima-
tor of variance:
1 n
2 —\2
Sm = Zl(xl — )
i=

Method of Moments Estimators Based on the Unbiased Estimator of Variance (method="mmue")
These estimators are the same as the method of moments estimators except that the method of
moments estimator of variance is replaced with the unbiased estimator of variance:

n

1
2 _ a2
s-nilg(azl z)

i=1

Probability-Weighted Moments Estimation (method="pwme")
Greenwood et al. (1979) show that the relationship between the distribution parameters 7 and 6 and
the probability-weighted moments is given by:

n=M(1,0,0) — €0

M(1,0,0) — 2M(1,0,1)
log(2)

where M (i, j, k) denotes the ijk’th probability-weighted moment and € denotes Euler’s constant.
The probability-weighted moment estimators (pwme’s) of 77 and 6 are computed by simply replacing
the M (4, j, k)’s in the above two equations with estimates of the M (4, j, k)’s (and for the estimate
of 7, replacing 6 with its estimated value). See the help file for pwMoment for more information on
how to estimate the M (i, j, k)’s. Also, see Landwehr et al. (1979) for an example of this method of
estimation using the unbiased (U-statistic type) probability-weighted moment estimators. Hosking
et al. (1985) note that this method of estimation using the U-statistic type probability-weighted
moments is equivalent to Downton’s (1966) linear estimates with linear coefficients.

6 —

Confidence Intervals

When ci=TRUE, an approximate (1 — «)100% confidence intervals for 7 can be constructed as-
suming the distribution of the estimator of 7 is approximately normally distributed. A two-sided
confidence interval is constructed as:

[H—tn—1,1—-0a/2)64 7+tn—1,1—a/2)54]

where ¢(v,p) is the p’th quantile of Student’s t-distribution with v degrees of freedom, and the
quantity
i

denotes the estimated asymptotic standard deviation of the estimator of 7.
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Similarly, a two-sided confidence interval for 6 is constructed as:
[0 —tn—1,1—a/2)6; 0 +t(n—1,1 - a/2)5]

One-sided confidence intervals for 77 and 6 are computed in a similar fashion.

Maximum Likelihood (method="mle")
Downton (1966) shows that the estimated asymptotic variances of the mle’s of 7 and 6 are given by:

o Ogle? - 6(1—¢)?

1.108670,,le2
)=

n

2
Onle 7'('2 n n
where ¢ denotes Euler’s constant.

Method of Moments (method="mme" or method="mmue")
Tiago de Oliveira (1963) and Johnson et al. (1995, p.27) show that the estimated asymptotic vari-
ance of the mme’s of 7 and 6 are given by:

o2 ume?m? @ me/Bry | 116780nme?
Nmme n 6 1 \/6 -
52 = Omle? (B2 — 1) _ 1.10,,me?
0,me n 4 n

where the quantities
\/6717 /62

denote the skew and kurtosis of the distribution, and € denotes Euler’s constant.

The estimated asymptotic variances of the mmue’s of 77 and 6 are the same, except replace the mme
of @ in the above equations with the mmue of 6.

Probability-Weighted Moments (method="pwme")

As stated above, Hosking et al. (1985) note that this method of estimation using the U-statistic
type probability-weighted moments is equivalent to Downton’s (1966) linear estimates with linear
coefficients. Downton (1966) provides exact values of the variances of the estimates of location
and scale parameters for the smallest extreme value distribution. For the largest extreme value
distribution, the formula for the estimate of scale is the same, but the formula for the estimate of
location must be modified. Thus, Downton’s (1966) equation (3.4) is modified to:

(n—1)log(2) + (n + 1)611 3 2¢ w
n(n — 1)log(2) n(n — 1)log(2)

Npwme =

where e denotes Euler’s constant, and v and w are defined in Downton (1966, p.8). Using Downton’s
(1966) equations (3.9)-(3.12), the exact variance of the pwme of 7 can be derived. Note that when
method="pwme" and pwme.method="plotting.position”, these are only the asymptotically cor-
rect variances.

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.
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Note

There are three families of extreme value distributions. The one described here is the Type I, also
called the Gumbel extreme value distribution or simply Gumbel distribution. The name “extreme
value” comes from the fact that this distribution is the limiting distribution (as n approaches infinity)
of the greatest value among n independent random variables each having the same continuous
distribution.

The Gumbel extreme value distribution is related to the exponential distribution as follows. Let Y
be an exponential random variable with parameter rate=\. Then X = 1 — log(Y") has an extreme
value distribution with parameters location=n and scale=1/\.

The distribution described above and assumed by eevd is the largest extreme value distribution.
The smallest extreme value distribution is the limiting distribution (as n approaches infinity) of the
smallest value among n independent random variables each having the same continuous distribu-
tion. If X has a largest extreme value distribution with parameters location=7 and scale=0, then
Y = —X has a smallest extreme value distribution with parameters location=—n and scale=6.
The smallest extreme value distribution is related to the Weibull distribution as follows. Let Y be a
Weibull random variable with parameters shape= and scale=«. Then X = log(Y) has a smallest
extreme value distribution with parameters location=log(«) and scale=1/p5.

The extreme value distribution has been used extensively to model the distribution of streamflow,
flooding, rainfall, temperature, wind speed, and other meteorological variables, as well as material
strength and life data.
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Examples

# Generate 20 observations from an extreme value distribution with

# parameters location=2 and scale=1, then estimate the parameters

# and construct a 90% confidence interval for the location parameter.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
dat <- revd(20, location = 2)

eevd(dat, ci = TRUE, conf.level = 0.9)

#Results of Distribution Parameter Estimation

#Assumed Distribution:

#

#Estimated Parameter(s):
#

#

#Estimation Method:

#

#Data:

#

#Sample Size:

#

#Confidence Interval for:
#

#Confidence Interval Method:
#

#

#Confidence Interval Type:
#

#Confidence Level:

#

#Confidence Interval:

#Compare the values of the different types of estimators:

Extreme Value

location = 1.9684093
scale

mle

dat

20

= 0.7481955

location

Normal Approximation
(t Distribution)

two-sided

90%

LCL = 1.663809
UCL = 2.273009

eevd(dat, method = "mle")$parameters

# location scale
#1.9684093 0.7481955

eevd(dat, method = "mme")$parameters

# location scale
#1.9575980 0.8339256

eevd(dat, method = "mmue")$parameters

# location scale
#1.9450932 0.8555896

eevd(dat, method = "pwme")$parameters

# location scale
#1.9434922 0.8583633

157
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rm(dat)

eexp

eexp

Estimate Rate Parameter of an Exponential Distribution

Description

Estimate the rate parameter of an exponential distribution, and optionally construct a confidence
interval for the rate parameter.

Usage

eexp(x, method = "mle/mme", ci = FALSE, ci.type = "two-sided”,
ci.method = "exact”, conf.level = 0.95)

Arguments

X

method

ci

ci.type

ci.method

conf.level

Details

numeric vector of observations.

character string specifying the method of estimation. Currently the only possible
value is "mle/mme"” (maximum likelihood/method of moments; the default). See
the DETAILS section for more information.

logical scalar indicating whether to compute a confidence interval for the loca-
tion or scale parameter. The default value is FALSE.

character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

character string indicating what method to use to construct the confidence in-
terval for the location or scale parameter. Currently, the only possible value is
"exact" (the default). See the DETAILS section for more information. This
argument is ignored if ci=FALSE.

a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let z = (21,22, ..
rameter rate=\.

Estimation

., Zn) be a vector of n observations from an exponential distribution with pa-

The maximum likelihood estimator (mle) of A is given by:

K| =

)\mle =
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where

Tr =

3=

n
D> i
i=1

(Forbes et al., 2011). That is, the mle is the reciprocal of the sample mean.

Sometimes the exponential distribution is parameterized with a scale parameter instead of a rate
parameter. The scale parameter is the reciprocal of the rate parameter, and the sample mean is both
the mle and the minimum variance unbiased estimator (mvue) of the scale parameter.

Confidence Interval

When ci=TRUE, an exact (1 — «)100% confidence intervals for A can be constructed based on
the relationship between the exponential distribution, the gamma distribution, and the chi-square
distribution. An exponential distribution with parameter rate=X\ is equivalent to a gamma distri-
bution with parameters shape=1 and scale=1/\. The sum of n iid gamma random variables with
parameters shape=1 and scale=1/) is a gamma random variable with parameters shape=n and
scale=1/)\. Finally, a gamma distribution with parameters shape=n and scale=1/\ is equivalent
to 0.5 times a chi-square distribution with degrees of freedom df=2n. Thus, the quantity 2nz has a
chi-square distribution with degrees of freedom df=2n.

A two-sided (1 — «)100% confidence interval for A is therefore constructed as:

2(2n,a/2) chi?(2n,1 — a/2)

)

[ ]

2nT 2nT

where x?(v, p) is the p’th quantile of a chi-square distribution with v degrees of freedom.

One-sided confidence intervals are computed in a similar fashion.

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.

Note

The exponential distribution is a special case of the gamma distribution, and takes on positive real
values. A major use of the exponential distribution is in life testing where it is used to model the
lifetime of a product, part, person, etc.

The exponential distribution is the only continuous distribution with a “lack of memory” property.
That is, if the lifetime of a part follows the exponential distribution, then the distribution of the time
until failure is the same as the distribution of the time until failure given that the part has survived
to time ¢.

The exponential distribution is related to the double exponential (also called Laplace) distribution,
and to the extreme value distribution.

Author(s)
Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
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See Also

Exponential.

Examples

# Generate 20 observations from an exponential distribution with parameter

# rate=2, then estimate the parameter and construct a 90% confidence interval.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
dat <- rexp(20, rate = 2)

eexp(dat, ci=TRUE, conf = 0.9)

#Results of Distribution Parameter Estimation

#Assumed Distribution:

#

#Estimated Parameter(s):
#

#Estimation Method:

#

#Data:

#

#Sample Size:

#

#Confidence Interval for:
#

#Confidence Interval Method:

#

#Confidence Interval Type:
#

#Confidence Level:

#

#Confidence Interval:

rm(dat)

Exponential
rate = 2.260587
mle/mme

dat

20

rate

Exact

two-sided

90%

LCL
ucCL

1.498165
3.151173

egamma

egamma

Estimate Parameters of Gamma Distribution

Description

Estimate the shape and scale parameters (or the mean and coefficient of variation) of a Gamma

distribution.



egamma 161

Usage
egamma(x, method = "mle", ci = FALSE,
ci.type = "two-sided”, ci.method = "normal.approx”,
normal.approx.transform = "kulkarni.powar"”, conf.level = 0.95)

egammaAlt(x, method = "mle"”, ci = FALSE,

ci.type = "two-sided”, ci.method = "normal.approx”,
normal.approx.transform = "kulkarni.powar"”, conf.level = 0.95)
Arguments
X numeric vector of non-negative observations. Missing (NA), undefined (NaN),

and infinite (Inf, -Inf) values are allowed but will be removed.

method character string specifying the method of estimation. The possible values are:
"mle” (maximum likelihood; the default),
"bcmle” (bias-corrected mle),
"mme"” (method of moments), and
"mmue"” (method of moments based on the unbiased estimator of variance).
See the DETAILS section for more information.

ci logical scalar indicating whether to compute a confidence interval for the mean.
The default value is ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

ci.method character string indicating which method to use to construct the confidence inter-
val. Possible values are "normal . approx” (the default), "profile.likelihood”,
and "chisq.approx”. This argument is ignored if ci=FALSE.
normal.approx.transform
character string indicating which power transformation to use when
ci.method="normal.approx”. Possible values are
"kulkarni.powar” (the default), "cube.root”, and "fourth.root”. See the
DETAILS section for more informaiton. This argument is ignored if ci=FALSE
or ci.method="chisq.approx".

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.
Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let z = x1,%9,...,x, denote a random sample of n observations from a gamma distribution
with parameters shape=a and scale=g. The relationship between these parameters and the mean
(mean=p) and coefficient of variation (cv=T) of this distribution is given by:

a=7"2 (1)
B=pla (2)
p=apf (3)

r=a /2 (4)
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The function egamma returns estimates of the shape and scale parameters. The function egammaAlt
returns estimates of the mean (u) and coefficient of variation (cv) based on the estimates of the
shape and scale parameters.

Estimation

Maximum Likelihood Estimation (method="mle")
The maximum likelihood estimators (mle’s) of the shape and scale parameters « and /3 are solutions
of the simultaneous equations:

OAémle = %Z log(xl) - lOg(i‘) = 7/}(6‘mle) - log<6‘m,le) (5)
i=1

B'rnle - j/é‘ (6)

where v denotes the digamma function, and Z denotes the sample mean:

1 n
(Forbes et al., 2011, chapter 22; Johnson et al., 1994, chapter 17).

Bias-Corrected Maximum Likelihood Estimation (method="bcmle")

The “bias-corrected” maximum likelihood estimator of the shape parameter is based on the sug-
gestion of Anderson and Ray (1975; see also Johnon et al., 1994, p.366 and Singh et al., 2010b,
p.48), who noted that the bias of the maximum likelihood estimator of the shape parameter can be
considerable when the sample size is small. This estimator is given by:

N n—3 . 2
Apemle = Tamle + Sin (8)

The estimate of the scale paramter is not modified (i.e., the mle of /3 is returned).

Method of Moments Estimation (method="mme")
The method of moments estimators (mme’s) of the shape and scale parameters « and 3 are:

Qmme = (f/sm)z 9)
Bmme = Sgn/j (1())

where s2, denotes the method of moments estimator of variance:

=S m—a? (1)

Method of Moments Estimation Based on the Unbiased Estimator of Variance (method="mmue")
The method of moments estimators based on the unbiased estimator of variance are exactly the same
as the method of moments estimators, except that the method of moments estimator of variance is
replaced with the unbiased estimator of variance:

Ommue = (:177/8)2 (12)

Bmmue = 52/j (13)
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where s2 denotes the unbiased estimator of variance:

1
n—1

32:

Z(wi -z (14

Confidence Intervals
This section discusses how confidence intervals for the mean p are computed.

Normal Approximation (ci.method="normal.approx")

The normal approximation method is based on the method of Kulkarni and Powar (2010), who use
a power transformation of the the original data to approximate a sample from a normal distribuiton,
compute the confidence interval for the mean on the transformed scale using the usual formula for
a confidence interval for the mean of a normal distribuiton, and then tranform the limits back to the
original space using equations based on the expected value of a gamma random variable raised to a
power.

The particular power used for the normal approximation is defined by the argument
normal . approx.transform. The value normal.approx.transform="cube.root"” uses the cube
root transformation suggested by Wilson and Hilferty (1931), and the value

"fourth.root"” uses the fourth root transformation suggested by Hawkins and Wixley (1986). The
default value "kulkarni.powar” uses the “Optimum Power Normal Approximation Method” of
Kulkarni and Powar (2010), who show this method performs the best in terms of maintining cov-
erage and minimizing confidence interval width compared to eight other methods. The “optimum”
power p is determined by:

p=—0.0705 — 0.1784 + 0.475va ifa < 1.5
p = 0.246 ifa>15 (15

where & denotes the estimate of the shape parameter. Kulkarni and Powar (2010) derived this equa-
tion by determining what power transformation yields a skew closest to 0 and a kurtosis closest to 3
for a gamma random variable with a given shape parameter. Although Kulkarni and Powar (2010)
use the maximum likelihood estimate of shape to determine the power to use to induce approximate
normality, for the functions egamma and egammaAlt the power is based on whatever estimate of
shape is used (e.g., method="mle", method="bcmle", etc.).

Likelihood Profile (ci.method="profile.likelihood")

This method was proposed by Cox (1970, p.88), and Venzon and Moolgavkar (1988) introduced an
efficient method of computation. This method is also discussed by Stryhn and Christensen (2003)
and Royston (2007). The idea behind this method is to invert the likelihood-ratio test to obtain
a confidence interval for the mean p while treating the coefficient of variation 7 as a nuisance
parameter.

The likelihood function is given by:

& le—i/B

L, 7]z) = H W (16)

where « and § are defined in Equations (1) and (2) above, and I'(¢) denotes the Gamma function
evaluated at ¢.

Following Stryhn and Christensen (2003), denote the maximum likelihood estimates of the mean
and coefficient of variation by (6*,7*). The likelihood ratio test statistic (G2) of the hypothesis
Hy : 0 = 0y (where 6 is a fixed value) equals the drop in 2log(L) between the “full” model and
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the reduced model with 0 fixed at 0y, i.e.,
G? = 2{log[L(0*,7*)] — log[L(00, )]} (17)

where 73 is the maximum likelihood estimate of 7 for the reduced model (i.e., when § = 6y). Under
the null hypothesis, the test statistic G2 follows a chi-squared distribution with 1 degree of freedom.

Alternatively, we may express the test statistic in terms of the profile likelihood function L, for the
mean 6, which is obtained from the usual likelihood function by maximizing over the parameter 7,
ie.,

Ly(0) = max.L(0,7) (18)

Then we have
G? = 2{log[L1(6%)] — log[L1(60)]}  (19)

A two-sided (1 — «)100% confidence interval for the mean 6 consists of all values of 6, for which
the test is not significant at level alpha:

bo:G*<x11 o (20)

where X%,p denotes the p’th quantile of the chi-squared distribution with v degrees of freedom.

Chi-Square Approximation (ci.method="chisq.approx")

This method is based on the relationship between the sample mean of the gamma distribution and
the chi-squared distribution (Grice and Bain, 1980). Because this method is exact only when the
shape parameter « is known, the method used here is called the “chi-square approximation” method
because the estimate of the shape parameter is used. This method is not the method proposed by
Grice and Bain (1980) in which the confidence interval is adjusted based on adjusting for the fact
that the shape parameter is estimated. The chi-square approximation method used by egamma and
egammaAlt is equivalent to the “Approximate gamma” method of Singh et al. (2010b, equation
(2-34), p.51).

Value

a list of class "estimate” containing the estimated parameters and other information. See
estimate.object for details.

Warning

When ci=TRUE and ci.method="normal.approx”, it is possible for the lower confidence limit
based on the transformed data to be less than 0. In this case, the lower confidence limit on the
original scale is set to 0 and a warning is issued stating that the normal approximation is not accurate
in this case.

Note

The gamma distribution takes values on the positive real line. Special cases of the gamma are the
exponential distribution and the chi-square distributions. Applications of the gamma include life
testing, statistical ecology, queuing theory, inventory control, and precipitation processes. A gamma
distribution starts to resemble a normal distribution as the shape parameter a tends to infinity.

Some EPA guidance documents (e.g., Singh et al., 2002; Singh et al., 2010a,b) strongly recom-
mend against using a lognormal model for environmental data and recommend trying a gamma
distribuiton instead.
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See Also

GammaDist, estimate.object, eqgamma, predIntGamma, tolIntGamma.

Examples

# Generate 20 observations from a gamma distribution with parameters
# shape=3 and scale=2, then estimate the parameters.

# (Note: the call to set.seed simply allows you to reproduce this

# example.)

set.seed(250)
dat <- rgamma(20, shape = 3, scale = 2)
egamma(dat, ci = TRUE)

#Results of Distribution Parameter Estimation
#Assumed Distribution: Gamma

#
#Estimated Parameter(s): shape = 2.203862
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# scale = 2.174928

#

#Estimation Method: mle

#

#Data: dat

#

#Sample Size: 20

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Optimum Power Normal Approximation
# of Kulkarni & Powar (2010)
# using mle of 'shape'

#

#Normal Transform Power: Q.246

#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 3.361652

# UCL = 6.746794

# Clean up

rm(dat)

# ________________________________________________________________

# Using the reference area TcCB data in EPA.94b.tccb.df, assume a
# gamma distribution, estimate the parameters based on the

# bias-corrected mle of shape, and compute a one-sided upper 90%
# confidence interval for the mean.

attach(EPA.94b. tcch.df)
# First test to see whether the data appear to follow a gamma
# distribution.

gofTest(TcCB[Area == "Reference”], dist = "gamma”,
est.arg.list = list(method = "bcmle"))

#Results of Goodness-of-Fit Test

# _______________________________

#

#Test Method: Shapiro-Wilk GOF Based on
# Chen & Balakrisnan (1995)
#

#Hypothesized Distribution: Gamma

#

#Estimated Parameter(s): shape = 4.5695247

# scale = 0.1309788

#

#Estimation Method: bcmle

#

#Data: TcCB[Area == "Reference"]

#
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#Sample Size: 47

#

#Test Statistic: W = 0.9703827

#

#Test Statistic Parameter: n = 47

#

#P-value: 0.2739512

#

#Alternative Hypothesis: True cdf does not equal the
# Gamma Distribution.

# __________

# Now estimate the paramters and compute the upper confidence
# limit.

egamma(TcCB[Area == "Reference”], method = "bcmle”, ci = TRUE,

ci.type = "upper”, conf.level = 0.9)

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Gamma

#

#Estimated Parameter(s): shape = 4.5695247

# scale = 0.1309788

#

#Estimation Method: bcmle

#

#Data: TcCB[Area == "Reference"]
#

#Sample Size: 47

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Optimum Power Normal Approximation
# of Kulkarni & Powar (2010)
# using bcmle of 'shape'

#

#Normal Transform Power: Q.246

#

#Confidence Interval Type: upper

#

#Confidence Level: 90%

#

#Confidence Interval: LCL = 0.0000000

# UCL = 0.6561838

# ________________________________________________________________

# Repeat the above example but use the alternative
# parameterization.

egammaAlt (TcCB[Area == "Reference”], method = "bcmle”, ci = TRUE,
ci.type = "upper”, conf.level = 0.9)

#Results of Distribution Parameter Estimation
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#

#Assumed Distribution:

#

#Estimated Parameter(s):
#

#

#Estimation Method:

#

#Data:

#

#Sample Size:

#

#Confidence Interval for:
#

#Confidence Interval Method:

#

#

#

#Normal Transform Power:

#

#Confidence Interval Type:
#

#Confidence Level:

#

#Confidence Interval:

detach("EPA.94b.tccb.df")

egammaAltCensored

Gamma

mean = 0.5985106
cv 0.4678046

bcmle of 'shape'

TcCB[Area == "Reference”]

47

mean

Optimum Power Normal Approximation
of Kulkarni & Powar (2010)

using bcmle of 'shape'

0.246

upper

90%

LCL
UCL

0.0000000
0.6561838

egammaAltCensored

Estimate Mean and Coefficient of Variation for a Gamma Distribution

Based on Type I Censored Data

Description

Estimate the mean and coefficient of variation of a gamma distribution given a sample of data that
has been subjected to Type I censoring, and optionally construct a confidence interval for the mean.

Usage

egammaAltCensored(x, censored, method = "mle”, censoring.side = "left"”,
ci = FALSE, ci.method = "profile.likelihood”, ci.type = "two-sided"”,

non

conf.level = 0.95, n.bootstraps = 1000, pivot.statistic = "z",
ci.sample.size = sum(!censored))

Arguments

X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.



egammaAltCensored 169

censored numeric or logical vector indicating which values of x are censored. This must
be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

method character string specifying the method of estimation. Currently, the only avail-
able method is maximum likelihood (method="mle").

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left” (the default) and "right".

ci logical scalar indicating whether to compute a confidence interval for the mean.
The default value is ci=FALSE.
ci.method character string indicating what method to use to construct the confidence in-

terval for the mean. The possible values are "profile.likelihood” (pro-
file likelihood; the default), "normal.approx” (normal approximation), and
"bootstrap” (based on bootstrapping). See the DETAILS section for more
information. This argument is ignored if ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

n.bootstraps numeric scalar indicating how many bootstraps to use to construct the confi-
dence interval for the mean when ci.type="bootstrap”. This argument is
ignored if ci=FALSE and/or ci.method does not equal "bootstrap”.

pivot.statistic
character string indicating which pivot statistic to use in the construction of
the confidence interval for the mean when ci.method="normal.approx” or
ci.method="normal.approx.w.cov” (see the DETAILS section). The possi-
ble values are pivot.statistic="z" (the default) and pivot.statistic="t".
When pivot.statistic="t" you may supply the argument ci.sample size
(see below). The argument pivot.statistic isignored if ci=FALSE.

ci.sample.size numeric scalar indicating what sample size to assume to construct the confidence
interval for the mean if pivot.statistic="t" and ci.method="normal.approx".
The default value is the number of uncensored observations.

Details

If x or censored contain any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will
be removed prior to performing the estimation.

Let z denote a vector of IV observations from a gamma distribution with parameters shape=a and
scale=/. The relationship between these parameters and the mean y and coefficient of variation 7
of this distribution is given by:

a=72 (1)
B=pla (2)
p=apf (3)

r=a /2 (4)
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Assume n (0 < n < N) of these observations are known and ¢ (c = N — n) of these observations
are all censored below (left-censored) or all censored above (right-censored) at k& fixed censoring
levels

Tl,T27...7Tk;k21 (5)

For the case when k > 2, the data are said to be Type | multiply censored. For the case when k = 1,
set T' = T7. If the data are left-censored and all n known observations are greater than or equal to
T, or if the data are right-censored and all n known observations are less than or equal to 7, then
the data are said to be Type I singly censored (Nelson, 1982, p.7), otherwise they are considered to
be Type I multiply censored.

Let ¢; denote the number of observations censored below or above censoring level T} for j =
1,2,...,k, sothat

k
ch =c (6)

Let (1), T(2), - - - , T(v) denote the “ordered” observations, where now “observation” means either
the actual observation (for uncensored observations) or the censoring level (for censored observa-
tions). For right-censored data, if a censored observation has the same value as an uncensored one,
the uncensored observation should be placed first. For left-censored data, if a censored observation
has the same value as an uncensored one, the censored observation should be placed first.

Note that in this case the quantity ;) does not necessarily represent the ¢’th “largest” observation
from the (unknown) complete sample.

Finally, let €2 (omega) denote the set of n subscripts in the “ordered” sample that correspond to
uncensored observations.

Estimation

Maximum Likelihood Estimation (method="mle")
For Type I left censored data, the likelihood function is given by:

C1C2...CgN ien

k
L(wx)z( N )H[F(Twr[f[x(i)] ™)
j=1

where f and F' denote the probability density function (pdf) and cumulative distribution function
(cdf) of the population (Cohen, 1963; Cohen, 1991, pp.6, 50). That is,

tafleft/ﬁ
10 =5y

(Johnson et al., 1994, p.343), where « and /3 are defined in terms of 1 and 7 by Equations (1) and
(2) above.

For left singly censored data, equation (7) simplifies to:

n

Lurla) = (7 )irr IT swol ©)

1=c+1

Similarly, for Type I right censored data, the likelihood function is given by:

C1Co...CLN
162 k icQ

k
surl = (" ) T = Fae I el 0
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and for right singly censored data this simplifies to:

n

saple) = (V)= PP flo] 1)

i=1

The maximum likelihood estimators are computed by minimizing the negative log-likelihood func-
tion.

Confidence Intervals

This section explains how confidence intervals for the mean p are computed. In this section, do
not confuse the parameter « used to define the confidence level of the confidence interval with the
parameter « that was used earlier to denote the shape parameter of the gamma distribution.

Likelihood Profile (ci.method="profile.likelihood")

This method was proposed by Cox (1970, p.88), and Venzon and Moolgavkar (1988) introduced an
efficient method of computation. This method is also discussed by Stryhn and Christensen (2003)
and Royston (2007). The idea behind this method is to invert the likelihood-ratio test to obtain
a confidence interval for the mean p while treating the coefficient of variation 7 as a nuisance
parameter. Equation (7) above shows the form of the likelihood function L(u, 7|2) for multiply
left-censored data, where 1 and 7 are defined by Equations (3) and (4), and Equation (10) shows
the function for multiply right-censored data.

Following Stryhn and Christensen (2003), denote the maximum likelihood estimates of the mean
and coefficient of variation by (u*, 7*). The likelihood ratio test statistic (G?) of the hypothesis
Hy : pn = po (where i is a fixed value) equals the drop in 2log(L) between the “full” model and
the reduced model with y fixed at pyo, i.e.,

G? = 2{log[L(p*, )] = log[L(po, )]}~ (12)

where 7 is the maximum likelihood estimate of 7 for the reduced model (i.e., when 1 = ).
Under the null hypothesis, the test statistic G follows a chi-squared distribution with 1 degree of
freedom.

Alternatively, we may express the test statistic in terms of the profile likelihood function L, for the
mean p, which is obtained from the usual likelihood function by maximizing over the parameter 7,
ie.,

Ly(p) = maz, L(p,7)  (13)

Then we have
G? = 2{log[L1 (")) — log[L1(ko)]}  (14)

A two-sided (1 — a))100% confidence interval for the mean p consists of all values of pg for which
the test is not significant at level alpha:

po:G*<xii. (15)

where Xz,p denotes the p’th quantile of the chi-squared distribution with v degrees of freedom. One-
sided lower and one-sided upper confidence intervals are computed in a similar fashion, except that
the quantity 1 — « in Equation (15) is replaced with 1 — 2a.

Normal Approximation (ci.method="normal.approx")

This method constructs approximate (1 — «)100% confidence intervals for 1 based on the assump-
tion that the estimator of 1 is approximately normally distributed. That is, a two-sided (1 — a)100%
confidence interval for y is constructed as:

[ —ti—a/2,m—10a, B+ti—a/2m-10a] (16)
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where [i denotes the estimate of y, 55 denotes the estimated asymptotic standard deviation of the
estimator of u, m denotes the assumed sample size for the confidence interval, and ¢,, , denotes the
p’th quantile of Student’s t-distribuiton with v degrees of freedom. One-sided confidence intervals
are computed in a similar fashion.

The argument ci.sample.size determines the value of m and by default is equal to the number of
uncensored observations. This is simply an ad-hoc method of constructing confidence intervals and
is not based on any published theoretical results.

When pivot.statistic="z", the p’th quantile from the standard normal distribution is used in
place of the p’th quantile from Student’s t-distribution.

The standard deviation of the mle of u is estimated based on the inverse of the Fisher Information
matrix.

Bootstrap and Bias-Corrected Bootstrap Approximation (ci.method="bootstrap")

The bootstrap is a nonparametric method of estimating the distribution (and associated distribution
parameters and quantiles) of a sample statistic, regardless of the distribution of the population from
which the sample was drawn. The bootstrap was introduced by Efron (1979) and a general reference
is Efron and Tibshirani (1993).

In the context of deriving an approximate (1 — «)100% confidence interval for the population mean
1, the bootstrap can be broken down into the following steps:

1. Create a bootstrap sample by taking a random sample of size N from the observations in z,
where sampling is done with replacement. Note that because sampling is done with replace-
ment, the same element of x can appear more than once in the bootstrap sample. Thus, the
bootstrap sample will usually not look exactly like the original sample (e.g., the number of
censored observations in the bootstrap sample will often differ from the number of censored
observations in the original sample).

2. Estimate i based on the bootstrap sample created in Step 1, using the same method that was
used to estimate j using the original observations in z. Because the bootstrap sample usually
does not match the original sample, the estimate of y based on the bootstrap sample will
usually differ from the original estimate based on z.

3. Repeat Steps 1 and 2 B times, where B is some large number. For the function egammaAl tCensored,
the number of bootstraps B is determined by the argument n.bootstraps (see the section
ARGUMENTS above). The default value of n.bootstraps is 1000.

4. Use the B estimated values of 1 to compute the empirical cumulative distribution function of
this estimator of y (see ecdfPlot), and then create a confidence interval for i based on this
estimated cdf.

The two-sided percentile interval (Efron and Tibshirani, 1993, p.170) is computed as:

[GH(

| Q

) G =) ()

where GI(t) denotes the empirical cdf evaluated at ¢ and thus G~!(p) denotes the p’th empirical
quantile, that is, the p’th quantile associated with the empirical cdf. Similarly, a one-sided lower
confidence interval is computed as:

[G7H(a), oo]  (18)

and a one-sided upper confidence interval is computed as:

0, G '(1-a) (19)
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The function egammaAltCensored calls the R function quantile to compute the empirical quan-
tiles used in Equations (17)-(19).

The percentile method bootstrap confidence interval is only first-order accurate (Efron and Tibshi-
rani, 1993, pp.187-188), meaning that the probability that the confidence interval will contain the
true value of p can be off by k/ V/N, where kis some constant. Efron and Tibshirani (1993, pp.184-
188) proposed a bias-corrected and accelerated interval that is second-order accurate, meaning that
the probability that the confidence interval will contain the true value of p may be off by k/N
instead of k/v/N. The two-sided bias-corrected and accelerated confidence interval is computed

as:
(G (), G Ha2)]  (20)
where
~ 20 + Za/?
(o751 [Z0 + 1—alz+ Za/z) (21)
a = B[z + — 2 F1z0s2 (22)

1 —a(zo0 +21-a/2)
2= G()]  (23)

4o S () — fuay)? (24)

O[30, (1) — fugiy) 23/

where the quantity /i(;) denotes the estimate of 1 using all the values in x except the ¢’th one, and

1 N
i) = N Zﬂfi) (25)

A one-sided lower confidence interval is given by:

[G™Haa), o] (26)

and a one-sided upper confidence interval is given by:

[0, G7Ha2)] (27

where o and o are computed as for a two-sided confidence interval, except a/2 is replaced with
« in Equations (21) and (22).

The constant 2y incorporates the bias correction, and the constant a is the acceleration constant. The
term “acceleration” refers to the rate of change of the standard error of the estimate of 1 with respect
to the true value of u (Efron and Tibshirani, 1993, p.186). For a normal (Gaussian) distribution,
the standard error of the estimate of © does not depend on the value of i, hence the acceleration
constant is not really necessary.

When ci.method="bootstrap”, the function egammaAltCensored computes both the percentile
method and bias-corrected and accelerated method bootstrap confidence intervals.

Value

a list of class "estimateCensored” containing the estimated parameters and other information.
See estimateCensored.object for details.
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Note

A sample of data contains censored observations if some of the observations are reported only as
being below or above some censoring level. In environmental data analysis, Type I left-censored
data sets are common, with values being reported as “less than the detection limit” (e.g., Helsel,
2012). Data sets with only one censoring level are called singly censored; data sets with multiple
censoring levels are called multiply or progressively censored.

Statistical methods for dealing with censored data sets have a long history in the field of survival
analysis and life testing. More recently, researchers in the environmental field have proposed al-
ternative methods of computing estimates and confidence intervals in addition to the classical ones
such as maximum likelihood estimation. Helsel (2012, Chapter 6) gives an excellent review of past
studies of the properties of various estimators for parameters of a normal or lognormal distribution
based on censored environmental data.

In practice, it is better to use a confidence interval for the mean or a joint confidence region for the
mean and standard deviation (or coefficient of variation), rather than rely on a single point-estimate
of the mean. Few studies have been done to evaluate the performance of methods for construct-
ing confidence intervals for the mean or joint confidence regions for the mean and coefficient of
variation of a gamma distribution when data are subjected to single or multiple censoring. See, for
example, Singh et al. (2006).
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Examples

# Chapter 15 of USEPA (2009) gives several examples of estimating the mean
# and standard deviation of a lognormal distribution on the log-scale using
# manganese concentrations (ppb) in groundwater at five background wells.

# In EnvStats these data are stored in the data frame

# EPA.09.Ex.15.1.manganese.df.

++

Here we will estimate the mean and coefficient of variation
# ON THE ORIGINAL SCALE using the MLE and
# assuming a gamma distribution.

# First look at the data:

EPA.09.Ex.15.1.manganese.df

# Sample Well Manganese.Orig.ppb Manganese.ppb Censored

#1 1 Well.1 <5 5.0 TRUE
#2 2 Well.1 12.1 12.1 FALSE
#3 3 Well.1 16.9 16.9 FALSE
#...

#23 3 Well.5 3.3 3.3 FALSE
#24 4 Well.5 8.4 8.4 FALSE
#25 5 Well.5 <2 2.0 TRUE

longToWide(EPA.@9.Ex.15.1.manganese.df,
"Manganese.Orig.ppb”, "Sample"”, "Well”,
paste.row.name = TRUE)

# Well.1 Well.2 Well.3 Well.4 Well.5
#Sample.1 <5 <5 <5 6.3 17.9
#Sample.?2 12.1 7.7 5.3 11.9 22.7
#Sample.3 16.9 53.6 12.6 10 3.3
#Sample.4  21.6 9.5 106.3 <2 8.4
#Sample.5 <2 45.9 34.5 77.2 <2

# Now estimate the mean and coefficient of variation
# using the MLE, and compute a confidence interval
# for the mean using the profile-likelihood method.

with(EPA.09.Ex.15.1.manganese.df,
egammaAltCensored(Manganese.ppb, Censored, ci = TRUE))


http://people.upei.ca/hstryhn/stryhn208.pdf
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#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

# ____________________________________________

#

#Assumed Distribution: Gamma

#

#Censoring Side: left

#

#Censoring Level(s): 25

#

#Estimated Parameter(s): mean = 19.664797
# cv = 1.252936
#

#Estimation Method: MLE

#

#Data: Manganese. ppb
#

#Censoring Variable: Censored

#

#Sample Size: 25

#

#Percent Censored: 24%

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Profile Likelihood
#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 12.25151
# UCL = 34.35332
# __________

# Compare the confidence interval for the mean
# based on assuming a lognormal distribution versus
# assuming a gamma distribution.

with(EPA.09.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored,
ci = TRUE))$interval$limits
# LCL ucL
#12.37629 69.87694

with(EPA.99.Ex.15.1.manganese.df,
egammaAltCensored(Manganese.ppb, Censored,
ci = TRUE))$interval$limits
# LCL UcL
#12.25151 34.35332

egammaCensored Estimate Shape and Scale Parameters for a Gamma Distribution
Based on Type I Censored Data




egammaCensored 177

Description

Estimate the shape and scale parameters of a gamma distribution given a sample of data that has
been subjected to Type I censoring, and optionally construct a confidence interval for the mean.

Usage
egammaCensored(x, censored, method = "mle”, censoring.side = "left",
ci = FALSE, ci.method = "profile.likelihood”, ci.type = "two-sided”,
conf.level = 0.95, n.bootstraps = 1000, pivot.statistic = "z",
ci.sample.size = sum(!censored))
Arguments
X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.
censored numeric or logical vector indicating which values of x are censored. This must
be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.
method character string specifying the method of estimation. Currently, the only avail-

able method is maximum likelihood (method="mle").

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left"” (the default) and "right”.

ci logical scalar indicating whether to compute a confidence interval for the mean.
The default value is ci=FALSE.
ci.method character string indicating what method to use to construct the confidence in-

terval for the mean. The possible values are "profile.likelihood” (pro-
file likelihood; the default), "normal.approx” (normal approximation), and
"bootstrap” (based on bootstrapping). See the DETAILS section for more
information. This argument is ignored if ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

n.bootstraps  numeric scalar indicating how many bootstraps to use to construct the confi-
dence interval for the mean when ci.type="bootstrap”. This argument is
ignored if ci=FALSE and/or ci.method does not equal "bootstrap”.

pivot.statistic
character string indicating which pivot statistic to use in the construction of
the confidence interval for the mean when ci.method="normal.approx” or
ci.method="normal.approx.w.cov” (see the DETAILS section). The possi-
ble values are pivot.statistic="z" (the default) and pivot.statistic="t".
When pivot.statistic="t" you may supply the argument ci.sample size
(see below). The argument pivot.statistic isignored if ci=FALSE.

ci.sample.size numeric scalar indicating what sample size to assume to construct the confidence

interval for the mean if pivot.statistic="t" and ci.method="normal.approx”.
The default value is the number of uncensored observations.



178 egammaCensored

Details

If x or censored contain any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will
be removed prior to performing the estimation.

Let z denote a vector of IV observations from a gamma distribution with parameters shape=a and
scale=/. The relationship between these parameters and the mean p and coefficient of variation 7
of this distribution is given by:

a=72 (1

B=pla (2
p=apf (3)
r=a % (4

)
)

Assume n (0 < n < N) of these observations are known and ¢ (c = N — n) of these observations
are all censored below (left-censored) or all censored above (right-censored) at k fixed censoring
levels

Tl,T27...7Tk;k21 (5)

For the case when k > 2, the data are said to be Type | multiply censored. For the case when k = 1,
set T' = T7. If the data are left-censored and all n known observations are greater than or equal to
T, or if the data are right-censored and all n known observations are less than or equal to 7, then
the data are said to be Type I singly censored (Nelson, 1982, p.7), otherwise they are considered to
be Type I multiply censored.

Let ¢; denote the number of observations censored below or above censoring level T} for j =
1,2,...,k, sothat

k
ch =c (6)

Let x (1), T(2), - - - , T(v) denote the “ordered” observations, where now “observation” means either
the actual observation (for uncensored observations) or the censoring level (for censored observa-
tions). For right-censored data, if a censored observation has the same value as an uncensored one,
the uncensored observation should be placed first. For left-censored data, if a censored observation
has the same value as an uncensored one, the censored observation should be placed first.

Note that in this case the quantity x(;) does not necessarily represent the i’th “largest” observation
from the (unknown) complete sample.

Finally, let 2 (omega) denote the set of n subscripts in the “ordered” sample that correspond to
uncensored observations.

Estimation

Maximum Likelihood Estimation (method="mle")
For Type I left censored data, the likelihood function is given by:

k
veso=(, N ) TIEae el o

i€Q
where f and F' denote the probability density function (pdf) and cumulative distribution function

(cdf) of the population (Cohen, 1963; Cohen, 1991, pp.6, 50). That is,

tafleft/ﬁ

ft) = “BoT(a) (8)
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(Johnson et al., 1994, p.343). For left singly censored data, equation (7) simplifies to:

Loplo) = (V)i IT flowl  ©)

1=c+1

Similarly, for Type I right censored data, the likelihood function is given by:

k
182 = (g, ) TP T 0] 00

i€Q

and for right singly censored data this simplifies to:
N c
LiesBlz) = ()it = PO [ flaw] (1)

The maximum likelihood estimators are computed by minimizing the negative log-likelihood func-
tion.

Confidence Intervals

This section explains how confidence intervals for the mean p are computed. In this section, do
not confuse the parameter « used to define the confidence level of the confidence interval with the
parameter « that was used earlier to denote the shape parameter of the gamma distribution.

Likelihood Profile (ci.method="profile.likelihood")

This method was proposed by Cox (1970, p.88), and Venzon and Moolgavkar (1988) introduced an
efficient method of computation. This method is also discussed by Stryhn and Christensen (2003)
and Royston (2007). The idea behind this method is to invert the likelihood-ratio test to obtain
a confidence interval for the mean p while treating the coefficient of variation 7 as a nuisance
parameter. Equation (7) above shows the form of the likelihood function L(u, 7|x) for multiply
left-censored data, where p and 7 are defined by Equations (3) and (4), and Equation (10) shows
the function for multiply right-censored data.

Following Stryhn and Christensen (2003), denote the maximum likelihood estimates of the mean
and coefficient of variation by (u*, 7*). The likelihood ratio test statistic (G?2) of the hypothesis
Hy : = po (where py is a fixed value) equals the drop in 2log(L) between the “full” model and
the reduced model with  fixed at g, i.e.,

G? = 2{log[L(u*, 7)) = log[L(po, )]} (12)

where 73 is the maximum likelihood estimate of 7 for the reduced model (i.e., when i = po).
Under the null hypothesis, the test statistic G2 follows a chi-squared distribution with 1 degree of
freedom.

Alternatively, we may express the test statistic in terms of the profile likelihood function L, for the
mean 4, which is obtained from the usual likelihood function by maximizing over the parameter 7,
ie.,

Ly(n) = maz, Lip,7) (1)

Then we have
G?® = 2{log[L1 ()] — log[L1 (o))} (14)

A two-sided (1 — )100% confidence interval for the mean y consists of all values of g for which
the test is not significant at level alpha:

po:G*<xiia  (15)
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where x?,’p denotes the p’th quantile of the chi-squared distribution with v degrees of freedom. One-
sided lower and one-sided upper confidence intervals are computed in a similar fashion, except that
the quantity 1 — « in Equation (15) is replaced with 1 — 2q.

Normal Approximation (ci.method="normal.approx")

This method constructs approximate (1 — «)100% confidence intervals for 1 based on the assump-
tion that the estimator of y is approximately normally distributed. That is, a two-sided (1 — «)100%
confidence interval for y is constructed as:

[ﬂ - tl—a/2,m—1&/17 ﬂ + tl—a/2,m—1&ﬂ} (16)

where i denotes the estimate of yi, 55 denotes the estimated asymptotic standard deviation of the
estimator of x4, m denotes the assumed sample size for the confidence interval, and ¢,, ,, denotes the
p’th quantile of Student’s t-distribuiton with v degrees of freedom. One-sided confidence intervals
are computed in a similar fashion.

The argument ci.sample.size determines the value of m and by default is equal to the number of
uncensored observations. This is simply an ad-hoc method of constructing confidence intervals and
is not based on any published theoretical results.

When pivot.statistic="z", the p’th quantile from the standard normal distribution is used in
place of the p’th quantile from Student’s t-distribution.

The standard deviation of the mle of y is estimated based on the inverse of the Fisher Information
matrix.

Bootstrap and Bias-Corrected Bootstrap Approximation (ci.method="bootstrap")

The bootstrap is a nonparametric method of estimating the distribution (and associated distribution
parameters and quantiles) of a sample statistic, regardless of the distribution of the population from
which the sample was drawn. The bootstrap was introduced by Efron (1979) and a general reference
is Efron and Tibshirani (1993).

In the context of deriving an approximate (1 — «)100% confidence interval for the population mean
1, the bootstrap can be broken down into the following steps:

1. Create a bootstrap sample by taking a random sample of size N from the observations in z,
where sampling is done with replacement. Note that because sampling is done with replace-
ment, the same element of x can appear more than once in the bootstrap sample. Thus, the
bootstrap sample will usually not look exactly like the original sample (e.g., the number of
censored observations in the bootstrap sample will often differ from the number of censored
observations in the original sample).

2. Estimate p based on the bootstrap sample created in Step 1, using the same method that was
used to estimate g using the original observations in z. Because the bootstrap sample usually
does not match the original sample, the estimate of x based on the bootstrap sample will
usually differ from the original estimate based on z.

3. Repeat Steps 1 and 2 B times, where B is some large number. For the function egammaCensored,
the number of bootstraps B is determined by the argument n.bootstraps (see the section
ARGUMENTS above). The default value of n.bootstraps is 1000.

4. Use the B estimated values of y to compute the empirical cumulative distribution function of
this estimator of u (see ecdfPlot), and then create a confidence interval for © based on this
estimated cdf.

The two-sided percentile interval (Efron and Tibshirani, 1993, p.170) is computed as:

«

G(5) G- A
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where G(t) denotes the empirical cdf evaluated at ¢ and thus G~ (p) denotes the p’th empirical
quantile, that is, the p’th quantile associated with the empirical cdf. Similarly, a one-sided lower
confidence interval is computed as:

[GTH(a), oo]  (18)
and a one-sided upper confidence interval is computed as:
0, G 1-a)]  (19)

The function egammaCensored calls the R function quantile to compute the empirical quantiles
used in Equations (17)-(19).

The percentile method bootstrap confidence interval is only first-order accurate (Efron and Tibshi-
rani, 1993, pp.187-188), meaning that the probability that the confidence interval will contain the
true value of 1 can be off by &/ VN, where kis some constant. Efron and Tibshirani (1993, pp.184-
188) proposed a bias-corrected and accelerated interval that is second-order accurate, meaning that
the probability that the confidence interval will contain the true value of p may be off by k/N
instead of k/v/N. The two-sided bias-corrected and accelerated confidence interval is computed

as:
[G™H(en), G (a2)]  (20)
where 50 1
. 20 T Ra/2
) - = 21
@ [ZO + 1-— d(ZO + Za/g) ( )
20+ 21—a
g = [z + — LT Flza/2 (22)

L —a(z0 + 2z1-a/2)
5 =07G(R)] (23

0= sz'vzl(ﬂ(-) — fiy)? o
G[vazl(ﬂ(.) — figiy) )3/ (24)

where the quantity fi(;y denotes the estimate of . using all the values in x except the ¢’th one, and

1
i) = N Zﬂfi) (25)

A one-sided lower confidence interval is given by:

[G™H(an), o] (26)

and a one-sided upper confidence interval is given by:

[0, G™Ha2)] (27

where «; and o are computed as for a two-sided confidence interval, except a/2 is replaced with
« in Equations (21) and (22).

The constant Z incorporates the bias correction, and the constant a is the acceleration constant. The
term “acceleration” refers to the rate of change of the standard error of the estimate of 1 with respect
to the true value of p (Efron and Tibshirani, 1993, p.186). For a normal (Gaussian) distribution,
the standard error of the estimate of 1 does not depend on the value of i, hence the acceleration
constant is not really necessary.

When ci.method="bootstrap”, the function egammaCensored computes both the percentile method
and bias-corrected and accelerated method bootstrap confidence intervals.
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Value

a list of class "estimateCensored” containing the estimated parameters and other information.
See estimateCensored.object for details.

Note

A sample of data contains censored observations if some of the observations are reported only as
being below or above some censoring level. In environmental data analysis, Type I left-censored
data sets are common, with values being reported as “less than the detection limit” (e.g., Helsel,
2012). Data sets with only one censoring level are called singly censored; data sets with multiple
censoring levels are called multiply or progressively censored.

Statistical methods for dealing with censored data sets have a long history in the field of survival
analysis and life testing. More recently, researchers in the environmental field have proposed al-
ternative methods of computing estimates and confidence intervals in addition to the classical ones
such as maximum likelihood estimation. Helsel (2012, Chapter 6) gives an excellent review of past
studies of the properties of various estimators for parameters of a normal or lognormal distribution
based on censored environmental data.

In practice, it is better to use a confidence interval for the mean or a joint confidence region for the
mean and standard deviation (or coefficient of variation), rather than rely on a single point-estimate
of the mean. Few studies have been done to evaluate the performance of methods for construct-
ing confidence intervals for the mean or joint confidence regions for the mean and coefficient of
variation of a gamma distribution when data are subjected to single or multiple censoring. See, for
example, Singh et al. (2006).
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See Also

egammaAltCensored, GammabDist, egamma, estimateCensored.object.

Examples

# Chapter 15 of USEPA (2009) gives several examples of estimating the mean
# and standard deviation of a lognormal distribution on the log-scale using
# manganese concentrations (ppb) in groundwater at five background wells.

# In EnvStats these data are stored in the data frame

# EPA.09.Ex.15.1.manganese.df.

++

Here we will estimate the shape and scale parameters using
the data ON THE ORIGINAL SCALE, using the MLE and
# assuming a gamma distribution.

++

# First look at the data:

EPA.09.Ex.15.1.manganese.df

# Sample Well Manganese.Orig.ppb Manganese.ppb Censored

#1 1 Well.1 <5 5.0 TRUE
#2 2 Well.1 12.1 12.1 FALSE
#3 3 Well.1 16.9 16.9 FALSE
#...

#23 3 Well.5 3.3 3.3 FALSE
#24 4 Well.5 8.4 8.4 FALSE
#25 5 Well.5 <2 2.0 TRUE

longToWide(EPA.@9.Ex.15.1.manganese.df,
"Manganese.Orig.ppb”, "Sample"”, "Well",
paste.row.name = TRUE)

# Well.1 Well.2 Well.3 Well.4 Well.5
#Sample.1 <5 <5 <5 6.3 17.9
#Sample.2 12.1 7.7 5.3 11.9 22.7
#Sample.3 16.9 53.6 12.6 10 3.3
#Sample.4  21.6 9.5 106.3 <2 8.4
#Sample.5 <2 45.9 34,5 77.2 <2

# Now estimate the shape and scale parameters
# using the MLE, and compute a confidence interval
# for the mean using the profile-likelihood method.


http://people.upei.ca/hstryhn/stryhn208.pdf
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with(EPA.09.Ex.15.1.manganese.df,
egammaCensored(Manganese.ppb, Censored, ci = TRUE))

#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

# ____________________________________________

#

#Assumed Distribution: Gamma

#

#Censoring Side: left

#

#Censoring Level(s): 25

#

#Estimated Parameter(s): shape = 0.6370043
# scale = 30.8707533
#

#Estimation Method: MLE

#

#Data: Manganese. ppb
#

#Censoring Variable: Censored

#

#Sample Size: 25

#

#Percent Censored: 24%

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Profile Likelihood
#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 12.25151
# UCL = 34.35332
# __________

# Compare the confidence interval for the mean
# based on assuming a lognormal distribution versus
# assuming a gamma distribution.

with(EPA.09.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored,
ci = TRUE))$interval$limits
# LCL ucL
#12.37629 69.87694

with(EPA.09.Ex.15.1.manganese.df,
egammaCensored(Manganese.ppb, Censored,
ci = TRUE))$interval$limits
# LCL UcL
#12.25151 34.35332
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egeom Estimate Probability Parameter of a Geometric Distribution

Description

Estimate the probability parameter of a geometric distribution.

Usage
egeom(x, method = "mle/mme")
Arguments
X vector of non-negative integers indicating the number of trials that took place
before the first “success’” occurred. (The total number of trials that took place is
x+1). Missing (NA), undefined (NaN), and infinite (Inf, -Inf) values are allowed
but will be removed. If 1length(x)=n and n is greater than 1, it is assumed that
x represents observations from n separate geometric experiments that all had the
same probability of success (prob).
method character string specifying the method of estimation. Possible values are "mle/mme"”
(maximum likelihood and method of moments; the default) and "mvue” (mini-
mum variance unbiased). You cannot use method="mvue" if length(x)=1. See
the DETAILS section for more information on these estimation methods.
Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let z = (x1,2,...,x,) be a vector of n independent observations from a geometric distribution
with parameter prob=p.

It can be shown (e.g., Forbes et al., 2011) that if X is defined as:

X = zn:l‘i
i=1

then X is an observation from a negative binomial distribution with parameters prob=p and size=n.

Estimation
The maximum likelihood and method of moments estimator (mle/mme) of p is given by:

n

Pmie = X0
and the minimum variance unbiased estimator (mvue) of p is given by:

R n—1
Pmone = =1

(Forbes et al., 2011). Note that the mvue of p is not defined for n = 1.

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.
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Note

The geometric distribution with parameter prob=p is a special case of the negative binomial distri-
bution with parameters size=1 and prob=p.

The negative binomial distribution has its roots in a gambling game where participants would bet on
the number of tosses of a coin necessary to achieve a fixed number of heads. The negative binomial
distribution has been applied in a wide variety of fields, including accident statistics, birth-and-death
processes, and modeling spatial distributions of biological organisms.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Forbes, C., M. Evans, N. Hastings, and B. Peacock. (2011). Statistical Distributions. Fourth
Edition. John Wiley and Sons, Hoboken, NJ.

Johnson, N. L., S. Kotz, and A. Kemp. (1992). Univariate Discrete Distributions. Second Edition.
John Wiley and Sons, New York, Chapter 5.

See Also

Geometric, enbinom, NegBinomial.

Examples

# Generate an observation from a geometric distribution with parameter
# prob=0.2, then estimate the parameter prob.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)

dat <- rgeom(1, prob = 0.2)
dat

#[1] 4

egeom(dat)
#Results of Distribution Parameter Estimation

#Assumed Distribution: Geometric
#

#Estimated Parameter(s): prob = 0.2
#

#Estimation Method: mle/mme

#

#Data: dat

#

#Sample Size: 1

# Generate 3 observations from a geometric distribution with parameter
# prob=0.2, then estimate the parameter prob with the mvue.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(200)
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dat <- rgeom(3, prob = 0.2)
dat
#1101 2

egeom(dat, method = "mvue")
#Results of Distribution Parameter Estimation

#Assumed Distribution: Geometric
#

#Estimated Parameter(s): prob = 0.4
#

#Estimation Method: mvue

#

#Data: dat

#

#Sample Size: 3
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Estimate Parameters of a Generalized Extreme Value Distribution

Description

Estimate the location,

Usage
egevd(x, method = "mle”
plot.pos.cons = c(a = 0.35, b = @), ci = FALSE, ci.parameter
conf.level = 0.95)
Arguments
X numeric vector of observations.
method

pwme . method

, pwme.method = "unbiased”, tsoe.method

scale and shape parameters of a generalized extreme value distribution, and
optionally construct a confidence interval for one of the parameters.

= ”med”,
= "location”,

ci.type = "two-sided”, ci.method = "normal.approx”, information = "observed”,

character string specifying the method of estimation. Possible values are "mle”

(maximum likelihood; the default), "pwme” (probability-weighted moments),
and "tsoe"” (two-stage order-statistics estimator of Castillo and Hadi (1994)).
See the DETAILS section for more information on these estimation methods.

character string specifying what method to use to compute the probability-weighted

moments when method="pwme". The possible values are "ubiased” (method
based on the U-statistic; the default), or "plotting.position” (method based
on the plotting position formula). See the DETAILS section in this help file and
the help file for pwMoment for more information. This argument is ignored if

method is not equal to "pwme"”.
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tsoe.method character string specifying the robust function to apply in the second stage of
the two-stage order-statistics estimator when method="tsoe". Possible values
are "med” (median; the default), and "1ms"” (least median of squares). See the
DETAILS section for more information on these estimation methods. This ar-
gument is ignored if method is not equal to "tsoe".

plot.pos.cons numeric vector of length 2 specifying the constants used in the formula for the
plotting positions when method="pwme" and pwme .method="plotting.position".
The default value is plot.pos.cons=c(a=0.35, b=0). If this vector has a
names attribute with the value c("a","b") or c("b","a"), then the elements
will be matched by name in the formula for computing the plotting positions.
Otherwise, the first element is mapped to the name "a" and the second element
to the name "b". See the DETAILS section in this help file and the help file for
pwMoment for more information. This argument is used only if method="tsoe",
or if both method="pwme" and pwme .method="plotting.position"”.

ci logical scalar indicating whether to compute a confidence interval for the loca-
tion, scale, or shape parameter. The default value is FALSE.

ci.parameter  character string indicating the parameter for which the confidence interval is de-
sired. The possible values are "location” (the default), "scale”, or "shape”.
This argument is ignored if ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

ci.method character string indicating what method to use to construct the confidence in-
terval for the location or scale parameter. Currently, the only possible value is
"normal.approx” (the default). See the DETAILS section for more informa-
tion. This argument is ignored if ci=FALSE.

information character string indicating which kind of Fisher information to use when com-
puting the variance-covariance matrix of the maximum likelihood estimators.
The possible values are "observed” (the default) and "expected”. See the
DETAILS section for more information. This argument is used only when
method="mle"” and ci=TRUE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.
Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let z = (z1,22,...,2,) be a vector of n observations from a generalized extreme value distribu-
tion with parameters location=7, scale=6, and shape=«.

Estimation

Maximum Likelihood Estimation (method="mle")
The log likelihood function is given by:

n n

L(n,0,k) = —nlog(f) — (1 — k) Zyl _ Zeyi

i=1 i=1

where
1. 1—k(z—n)

yi = —;log[ 7 ]
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(see, for example, Jenkinson, 1969; Prescott and Walden, 1980; Prescott and Walden, 1983; Hosk-
ing, 1985; MacLeod, 1989). The maximum likelihood estimators (MLE’s) of 7, 6, and « are those
values that maximize the likelihood function, subject to the following constraints:

0>0
k<1

0
in<77+g7;fli>0

0
a;i>77+;if/£<0

Although in theory the value of x may lie anywhere in the interval (—oco, o) (see GEVD), the
constraint K < 1 is imposed because when « > 1 the likelihood can be made infinite and thus
the MLE does not exist (Castillo and Hadi, 1994). Hence, this method of estimation is not valid
when the true value of « is larger than 1. Hosking (1985) and Hosking et al. (1985) note that in
practice the value of & tends to lie in the interval —1/2 < xk < 1/2.

The value of —L is minimized using the R function nlminb. Prescott and Walden (1983) give
formulas for the gradient and Hessian. Only the gradient is supplied in the call to nlminb. The
values of the PWME (see below) are used as the starting values. If the starting value of & is less
than 0.001 in absolute value, it is reset to sign(k) * ©.001, as suggested by Hosking (1985).

Probability-Weighted Moments Estimation (method="pwme")

The idea of probability-weighted moments was introduced by Greenwood et al. (1979). Landwehr
et al. (1979) derived probability-weighted moment estimators (PWME?’s) for the parameters of the
Type I (Gumbel) extreme value distribution. Hosking et al. (1985) extended these results to the
generalized extreme value distribution. See the abstract for Hosking et al. (1985) for details on how
these estimators are computed.

Two-Stage Order Statistics Estimation (method="tsoe")

The two-stage order statistics estimator (TSOE) was introduced by Castillo and Hadi (1994) as an
alternative to the MLE and PWME. Unlike the MLE and PWME, the TSOE of « exists for all
combinations of sample values and possible values of . See the abstract for Castillo and Hadi
(1994) for details on how these estimators are computed. In the second stage, Castillo and Hadi
(1984) suggest using either the median or the least median of squares as the robust function. The
function egevd allows three options for the robust function: median (tsoe.method="med"; see
the R help file for median), least median of squares (tsoe.method="1ms"; see the help file for
Imsreg in the package MASS), and least trimmed squares (tsoe.method="1ts"; see the help file
for 1tsreg in the package MASS).

Confidence Intervals

When ci=TRUE, an approximate (1 — «)100% confidence intervals for 7 can be constructed as-
suming the distribution of the estimator of 7 is approximately normally distributed. A two-sided
confidence interval is constructed as:

h—tn—1,1—a/2)6;, n+t(n—1,1—a/2)5;]

where t(v,p) is the p’th quantile of Student’s t-distribution with v degrees of freedom, and the
quantity

i
denotes the estimated asymptotic standard deviation of the estimator of 7.

Similarly, a two-sided confidence interval for 6 is constructed as:

[0 —tn—1,1—a/2)é; 0 +t(n—1,1 - a/2)5]
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and a two-sided confidence interval for x is constructed as:
[f—tn—1,1-a/2)64, k+t(n—1,1—a/2)6%]

One-sided confidence intervals for 7, 8, and  are computed in a similar fashion.

Maximum Likelihood Estimator (method="mle")

Prescott and Walden (1980) derive the elements of the Fisher information matrix (the expected infor-
mation). The inverse of this matrix, evaluated at the values of the MLE, is the estimated asymptotic
variance-covariance matrix of the MLE. This method is used to estimate the standard deviations of
the estimated distribution parameters when information="expected”. The necessary regularity
conditions hold for k < 1/2. Thus, this method of constructing confidence intervals is not valid
when the true value of « is greater than or equal to 1/2.

Prescott and Walden (1983) derive expressions for the observed information matrix (i.e., the Hes-
sian). This matrix is used to compute the estimated asymptotic variance-covariance matrix of the
MLE when information="observed".

In computer simulations, Prescott and Walden (1983) found that the variance-covariance matrix
based on the observed information gave slightly more accurate estimates of the variance of MLE of
+ compared to the estimated variance based on the expected information.

Probability-Weighted Moments Estimator (method="pwme")

Hosking et al. (1985) show that these estimators are asymptotically multivariate normal and derive
the asymptotic variance-covariance matrix. See the abstract for Hosking et al. (1985) for details on
how this matrix is computed.

Two-Stage Order Statistics Estimator (method="tsoe")
Currently there is no built-in method in EnvStats for computing confidence intervals when method="tsoe".
Castillo and Hadi (1994) suggest using the bootstrap or jackknife method.

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.

Note

Two-parameter extreme value distributions (EVD) have been applied extensively since the 1930’s
to several fields of study, including the distributions of hydrological and meteorological variables,
human lifetimes, and strength of materials. The three-parameter generalized extreme value dis-
tribution (GEVD) was introduced by Jenkinson (1955) to model annual maximum and minimum
values of meteorological events. Since then, it has been used extensively in the hydological and
meteorological fields.

The three families of EVDs are all special kinds of GEVDs. When the shape parameter x = 0, the
GEVD reduces to the Type I extreme value (Gumbel) distribution. (The function zTestGevdShape
allows you to test the null hypothesis Hy : £ = 0.) When x > 0, the GEVD is the same as the
Type 1I extreme value distribution, and when £ < 0 it is the same as the Type III extreme value
distribution.

Hosking et al. (1985) compare the asymptotic and small-sample statistical properties of the PWME
with the MLE and Jenkinson’s (1969) method of sextiles. Castillo and Hadi (1994) compare the
small-sample statistical properties of the MLE, PWME, and TSOE. Hosking and Wallis (1995)
compare the small-sample properties of unbaised L-moment estimators vs. plotting-position L-
moment estimators. (PWMEs can be written as linear combinations of L-moments and thus have
equivalent statistical properties.) Hosking and Wallis (1995) conclude that unbiased estimators
should be used for almost all applications.
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See Also

Generalized Extreme Value Distribution, zTestGevdShape, Extreme Value Distribution, eevd.

Examples

# Generate 20 observations from a generalized extreme value distribution

# with parameters location=2, scale=1, and shape=0.2, then compute the

# MLE and construct a 90% confidence interval for the location parameter.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(498)
dat <- rgevd(20, location = 2, scale = 1, shape = 0.2)
egevd(dat, ci = TRUE, conf.level = 0.9)

#Results of Distribution Parameter Estimation
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# ____________________________________________

#

#Assumed Distribution: Generalized Extreme Value
#

#Estimated Parameter(s): location = 1.6144631
# scale = 0.9867007
# shape = 0.2632493
#

#Estimation Method: mle

#

#Data: dat

#

#Sample Size: 20

#

#Confidence Interval for: location

#

#Confidence Interval Method: Normal Approximation
# (t Distribution) based on
# observed information
#

#Confidence Interval Type: two-sided

#

#Confidence Level: 90%

#

#Confidence Interval: LCL = 1.225249

# UCL = 2.003677

# __________

# Compare the values of the different types of estimators:

egevd(dat, method = "mle”)$parameters
# location scale shape
#1.6144631 0.9867007 0.2632493

egevd(dat, method = "pwme")$parameters
# location scale shape
#1.5785779 1.0187880 0.2257948

egevd(dat, method = "pwme"”, pwme.method = "plotting.position”)$parameters
# location scale shape
#1.5509183 0.9804992 0.1657040

egevd(dat, method = "tsoe")$parameters
# location scale shape
#1.5372694 1.0876041 0.2927272

egevd(dat, method = "tsoe”, tsoe.method = "lms")$parameters
#location scale shape
#1.519469 1.081149 0.284863

egevd(dat, method = "tsoe”, tsoe.method = "lts")$parameters
# location scale shape
#1.4840198 1.0679549 0.2691914
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# Clean up

rm(dat)

ehyper Estimate Parameter of a Hypergeometric Distribution

Description

Estimate m, the number of white balls in the urn, or m + n, the total number of balls in the urn, for
a hypergeometric distribution.

Usage
ehyper(x, m = NULL, total = NULL, k, method = "mle")
Arguments
X non-negative integer indicating the number of white balls out of a sample of size
k drawn without replacement from the urn. Missing (NA), undefined (NaN), and
infinite (Inf, -Inf) values are not allowed.
m non-negative integer indicating the number of white balls in the urn. You must
supply m or total, but not both. Missing values (NAs) are not allowed.
total positive integer indicating the total number of balls in the urn (i.e., m+n). You
must supply m or total, but not both. Missing values (NAs) are not allowed.
k positive integer indicating the number of balls drawn without replacement from
the urn. Missing values (NAs) are not allowed.
method character string specifying the method of estimation. Possible values are "mle”
(maximum likelihood; the default) and "mvue” (minimum variance unbiased).
The mvue method is only available when you are estimating m (i.e., when you
supply the argument total). See the DETAILS section for more information on
these estimation methods.
Details

Missing (NA), undefined (NaN), and infinite (Inf, -Inf) values are not allowed.

Let x be an observation from a hypergeometric distribution with parameters m=M, n=N, and k=K.
In R nomenclature, x represents the number of white balls drawn out of a sample of K balls drawn
without replacement from an urn containing M white balls and /N black balls. The total number of
balls in the urn is thus M + N. Denote the total number of balls by 7' = M + N.

Estimation

Estimating M, Given T and K are known
When T" and K are known, the maximum likelihood estimator (mle) of M is given by (Forbes et
al., 2011):

Mpie = flOO?“[(T-’- 1)$/K] (1)
where floor() represents the floor function. That is, floor(y) is the largest integer less than or
equal to y.
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If the quantity floor[(T + 1)x/K] is an integer, then the mle of M is also given by (Johnson et al.,
1992, p.263):

Nyge = [(T+ Da/K] — 1 (2)
which is what the function ehyper uses for this case.

The minimum variance unbiased estimator (mvue) of M is given by (Forbes et al., 2011):

Myppue = (Tz/K)  (3)

Estimating T, given M and K are known
When M and K are known, the maximum likelihood estimator (mle) of 7" is given by (Forbes et
al., 2011):

Tonie = floor(KM/z) (4)

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.

Note

The hypergeometric distribution can be described by an urn model with M white balls and N black
balls. If K balls are drawn with replacement, then the number of white balls in the sample of size
K follows a binomial distribution with parameters size=K and prob=M /(M + N). If K balls
are drawn without replacement, then the number of white balls in the sample of size K follows a
hypergeometric distribution with parameters m=M, n=N, and k=K.

The name “hypergeometric” comes from the fact that the probabilities associated with this distribu-
tion can be written as successive terms in the expansion of a function of a Gaussian hypergeometric
series.

The hypergeometric distribution is applied in a variety of fields, including quality control and es-
timation of animal population size. It is also the distribution used to compute probabilities for
Fishers’s exact test for a 2x2 contingency table.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
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Edition. John Wiley and Sons, Hoboken, NJ.
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See Also

Hypergeometric.
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Examples
# Generate an observation from a hypergeometric distribution with
# parameters m=10, n=30, and k=5, then estimate the parameter m.
# Note: the call to set.seed simply allows you to reproduce this example.
# Also, the only parameter actually estimated is m; once m is estimated,
# n is computed by subtracting the estimated value of m (8 in this example)
# from the given of value of mtn (40 in this example). The parameters
# n and k are shown in the output in order to provide information on
# all of the parameters associated with the hypergeometric distribution.
set.seed(250)
dat <- rhyper(nn =1, m =10, n = 30, k = 5)
dat
#[1] 1
ehyper(dat, total = 40, k = 5)
#Results of Distribution Parameter Estimation
# ____________________________________________
#
#Assumed Distribution: Hypergeometric
#
#Estimated Parameter(s): m= 8
# n = 32
# k=5
#
#Estimation Method: mle for 'm'
#
#Data: dat
#
#Sample Size: 1
# __________
# Use the same data as in the previous example, but estimate m+n instead.
# Note: The only parameter estimated is m+n. Once this is estimated,
# n is computed by subtracting the given value of m (10 in this case)
# from the estimated value of m+n (50 in this example).
ehyper(dat, m = 10, k = 5)
#Results of Distribution Parameter Estimation
# ____________________________________________
#
#Assumed Distribution: Hypergeometric
#
#Estimated Parameter(s): m=10
# n = 40
# k=5
#
#Estimation Method: mle for 'm+n'
#
#Data: dat
#
#Sample Size: 1
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rm(dat)

elnorm

elnorm

Estimate Parameters of a Lognormal Distribution (Log-Scale)

Description

Estimate the mean and standard deviation parameters of the logarithm of a lognormal distribution,
and optionally construct a confidence interval for the mean.

Usage
elnorm(x, method = "mvue”, ci = FALSE, ci.type = "two-sided”,
ci.method = "exact”, conf.level = 0.95)
Arguments
X numeric vector of observations.
method character string specifying the method of estimation. Possible values are "mvue”
(minimum variance unbiased; the default), and "mle/mme"” (maximum likeli-
hood/method of moments). See the DETAILS section for more information on
these estimation methods.
ci logical scalar indicating whether to compute a confidence interval for the mean.
The default value is FALSE.
ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.
ci.method character string indicating what method to use to construct the confidence inter-
val for the mean or variance. The only possible value is "exact” (the default).
See the DETAILS section for more information. This argument is ignored if
ci=FALSE.
conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.
Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let X denote a random variable with a lognormal distribution with parameters meanlog=y and
sdlog=0. Then Y = log(X) has a normal (Gaussian) distribution with parameters mean=g and
sd=o. Thus, the function elnorm simply calls the function enorm using the log-transformed values

of x.
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Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.

Note

The normal and lognormal distribution are probably the two most frequently used distributions to
model environmental data. In order to make any kind of probability statement about a normally-
distributed population (of chemical concentrations for example), you have to first estimate the mean
and standard deviation (the population parameters) of the distribution. Once you estimate these
parameters, it is often useful to characterize the uncertainty in the estimate of the mean or variance.
This is done with confidence intervals.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
Aitchison, J., and J.A.C. Brown (1957). The Lognormal Distribution (with special references to its
uses in economics). Cambridge University Press, London, Chapter 5.

Crow, E.L., and K. Shimizu. (1988). Lognormal Distributions: Theory and Applications. Marcel
Dekker, New York, Chapter 2.

Forbes, C., M. Evans, N. Hastings, and B. Peacock. (2011). Statistical Distributions. Fourth
Edition. John Wiley and Sons, Hoboken, NJ.

Gilbert, R.O. (1987). Statistical Methods for Environmental Pollution Monitoring. Van Nostrand
Reinhold, New York, NY.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1994). Continuous Univariate Distributions, Volume
1. Second Edition. John Wiley and Sons, New York.

Limpert, E., W.A. Stahel, and M. Abbt. (2001). Log-Normal Distributions Across the Sciences:
Keys and Clues. BioScience 51, 341-352.

Millard, S.P., and N.K. Neerchal. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca
Raton, FL.

Ott, W.R. (1995). Environmental Statistics and Data Analysis. Lewis Publishers, Boca Raton, FL.

USEPA. (2009). Statistical Analysis of Groundwater Monitoring Data at RCRA Facilities, Uni-
fied Guidance. EPA 530/R-09-007, March 2009. Office of Resource Conservation and Recovery
Program Implementation and Information Division. U.S. Environmental Protection Agency, Wash-
ington, D.C.

See Also

Lognormal, Lognormal Alt, Normal.

Examples

# Using the Reference area TcCB data in the data frame EPA.94b.tccb.df,
# estimate the mean and standard deviation of the log-transformed distribution,
# and construct a 95% confidence interval for the mean.

with(EPA.94b.tccb.df, elnorm(TcCB[Area == "Reference”], ci = TRUE))
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#Results of Distribution Parameter Estimation

# ____________________________________________
#
#Assumed Distribution: Lognormal
#
#Estimated Parameter(s): meanlog = -0.6195712
# sdlog = 0.4679530
#
#Estimation Method: mvue
#
#Data: TcCB[Area == "Reference"]
#
#Sample Size: 47
#
#Confidence Interval for: mean
#
#Confidence Interval Method: Exact
#
#Confidence Interval Type: two-sided
#
#Confidence Level: 95%
#
#Confidence Interval: LCL = -0.7569673
# UCL = -0.4821751
elnorm3 Estimate Parameters of a Three-Parameter Lognormal Distribution
(Log-Scale)
Description

Estimate the mean, standard deviation, and threshold parameters for a three-parameter lognormal
distribution, and optionally construct a confidence interval for the threshold or the median of the
distribution.

Usage

elnorm3(x, method = "lmle"”, ci = FALSE, ci.parameter = "threshold”,
ci.method = "avar”, ci.type = "two-sided”, conf.level = 0.95,

threshold.lb.sd = 100)

Arguments

X

method

ci

numeric vector of observations.

character string specifying the method of estimation. Possible values are "1mle"

(local maximum likelihood; the default), "mme"” (method of moments), "mmue”
(method of moments using an unbaised estimate of variance), "mmme"” (modified
method of moments due to Cohen and Whitten (1980)), "zero.skew” (zero-
skewness estimator due to Griffiths (1980)), and "royston.skew"” (estimator
based on Royston’s (1992b) index of skewness). See the DETAILS section for
more information on these estimation methods.

logical scalar indicating whether to compute a confidence interval for either the
threshold or median of the distribution. The default value is FALSE.
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ci.parameter  character string indicating the parameter for which the confidence interval is
desired. The possible values are "threshold” (the default) and "median”. This
argument is ignored if ci=FALSE.

ci.method character string indicating the method to use to construct the confidence inter-
val. The possible values are "avar” (asymptotic variance; the default),
"likelihood.profile”, and "skewness” (method suggested by Royston (1992b)
for method="zero.skew"). This argument is ignored if ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

threshold.1lb.sd
a positive numeric scalar specifying the range over which to look for the local
maximum likelihood (method="1mle") or zero-skewness (method="zero. skewness")
estimator of threshold. The range is set to
[ mean(x) - threshold.lb.sd * sd(x), min(x) 1J. If you receive a warn-
ing message that elnorm3 is unable to find an acceptable estimate of threshold
in this range, it may be because of convergence problems specific to the data in
x. When this occurs, try changing the value of threshold.1lb.sd. This same
range is used in constructing confidence intervals for the threshold parameter.
The default value is threshold.1lb.sd=100. This argument is relevant only if
method="1mle"”, method="zero.skew", ci.method="1likelihood.profile”,
and/or ci.method="skewness".

Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let X denote a random variable from a three-parameter lognormal distribution with parameters
meanlog=p, sdlog=c, and threshold=y. Let  denote a vector of n observations from this distri-
bution. Furthermore, let T(s) denote the ¢’th order statistic in the sample, so that T(1) denotes the
smallest value and x(,,) denote the largest value in z. Finally, denote the sample mean and variance

by:
S S
r = — xX;
ni:l
2o 1 n(xl—sf)z 2)
n—14

Note that the sample variance is the unbiased version. Denote the method of moments estimator of
variance by:

Estimation

Local Maximum Likelihood Estimation (nethod="1mle")
Hill (1963) showed that the likelihood function approaches infinity as v approaches (1), so that
the global maximum likelihood estimators of (1, o, ) are (—o0, 00, (1)), which are inadmissible,
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since v must be smaller than (). Cohen (1951) suggested using local maximum likelihood esti-
mators (Imle’s), derived by equating partial derivatives of the log-likelihood function to zero. These
estimators were studied by Harter and Moore (1966), Calitz (1973), Cohen and Whitten (1980), and
Griffiths (1980), and appear to possess most of the desirable properties ordinarily associated with
maximum likelihood estimators.

Cohen (1951) showed that the Imle of y is given by the solution to the following equation:

n

SSEST) ST SPNEL) SR SE N

i=1

where

w; =x; —5 (5)
yi = log(z; — ) = log(w;) (6)

and that the Imle’s of 1 and o then follow as:
1 n
{ = — 1 = U 7
p=— E yi=y (7)

. 1
52 ==
n

n

@
|
-

Unfortunately, while equation (4) simplifies the task of computing the Imle’s, for certain data sets
there still may be convergence problems (Calitz, 1973), and occasionally multiple roots of equation
(4) may exist. When multiple roots to equation (4) exisit, Cohen and Whitten (1980) recommend
using the one that results in closest agreement between the mle of 1 (equation (7)) and the sample
mean (equation (1)).

On the other hand, Griffiths (1980) showed that for a given value of the threshold parameter ~, the
maximized value of the log-likelihood (the “profile likelihood” for «) is given by:

loglL(7)] = (1 + log(2m) + 20+ log(6™)]  (9)

where the estimates of p and o are defined in equations (7) and (8), so the Imle of v reduces to
an iterative search over the values of v. Griffiths (1980) noted that the distribution of the Imle of
~y is far from normal and that log[L(~y)] is not quadratic near the Imle of . He suggested a better
parameterization based on

n=—log(zuy—~) (10)

Thus, once the Imle of 7 is found using equations (9) and (10), the Imle of  is given by:

¥ =wzq) —exp(—n) (11)

When method="1mle", the function elnorm3 uses the function nlminb to search for the minimum
of —2log|L(n)], using the modified method of moments estimator (method="mmme"; see below) as
the starting value for . Equation (11) is then used to solve for the Imle of ~, and equation (4)
is used to “fine tune” the estimated value of . The Imle’s of 1 and o are then computed using
equations (6)-(8).

Method of Moments Estimation (method="mme")
Denote the r’th sample central moment by:
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and note that
sy, =my  (13)

Equating the sample first moment (the sample mean) with its population value (the population
mean), and equating the second and third sample central moments with their population values
yields (Johnson et al., 1994, p.228):

T=v+pVvw (14)
my = 82, = frw(w —1) (15)
my = B2 (w - 1)*(w+2) (16)

where
B =exp(p) (17)

w = exp(o?) (18)

Combining equations (15) and (16) yields:

b= o= (@+2Vo—1 (19)

Mgy

The quantity on the left-hand side of equation (19) is the usual estimator of skewness. Solving
equation (19) for w yields:

O=(d+n2+d-nY=1 (20)

where b
d=1+§—(m)

h = sqrtd*> —1 (22)
Using equation (18), the method of moments estimator of ¢ is then computed as:
62 =log(w) (23)
Combining equations (15) and (17), the method of moments estimator of x is computed as:
Sim
omiega(@ —1)

I (24)

1
p= 5109[

Finally, using equations (14), (17), and (18), the method of moments estimator of v is computed as:

6'2
T — exp(mu + 7) (25)

There are two major problems with using method of moments estimators for the three-parameter
lognormal distribution. First, they are subject to very large sampling error due to the use of sec-
ond and third sample moments (Cohen, 1988, p.121; Johnson et al., 1994, p.228). Second, Heyde
(1963) showed that the lognormal distribution is not uniquely determined by its moments.

Method of Moments Estimators Using an Unbiased Estimate of Variance (method="mmue")

This method of estimation is exactly the same as the method of moments (method="mme"), except
that the unbiased estimator of variance (equation (3)) is used in place of the method of moments
one (equation (4)). This modification is given in Cohen (1988, pp.119-120).
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Modified Method of Moments Estimation (method="mmme")

This method of estimation is described by Cohen (1988, pp.125-132). It was introduced by Cohen
and Whitten (1980; their MME-II with r=1) and was further investigated by Cohen et al. (1985). It
is motivated by the fact that the first order statistic in the sample, z (1), contains more information
about the threshold parameter ~ than any other observation and often more information than all of
the other observations combined (Cohen, 1988, p.125).

The first two sets of equations are the same as for the modified method of moments estimators
(method="mmme"), i.e., equations (14) and (15) with the unbiased estimator of variance (equation
(3)) used in place of the method of moments one (equation (4)). The third equation replaces equation
(16) by equating a function of the first order statistic with its expected value:

log(x1y —7) = p+oE[Z1n] (26)

where E[Z(; )] denotes the expected value of the 4’th order statistic in a random sample of n obser-
vations from a standard normal distribution. (See the help file for evNormOrdStats for information
on how F [Z(m)] is computed.) Using equations (17) and (18), equation (26) can be rewritten as:

z1) =7 + Bexp{/log(w) E[Zm]}  (27)

Combining equations (14), (15), (17), (18), and (27) yields the following equation for the estimate

of w:
2 B w@-1) (28)
[T -z [Vo — exp{/log(w) E[Z n)]}?
After equation (28) is solved for w, the estimate of ¢ is again computed using equation (23), and
the estimate of  is computed using equation (24), where the unbiased estimate of variaince is used

in place of the biased one (just as for method="mmue").

Zero-Skewness Estimation (method="zero.skew")
This method of estimation was introduced by Griffiths (1980), and elaborated upon by Royston
(1992b). The idea is that if the threshold parameter v were known, then the distribution of:

Y = log(X —7) (29)

is normal, so the skew of Y is 0. Thus, the threshold parameter ~ is estimated as that value that
forces the sample skew (defined in equation (19)) of the observations defined in equation (6) to be
0. That is, the zero-skewness estimator of +y is the value that satisfies the following equation:

% 2;;1(% - 37)3

AT S Pl

(30)

where

yi = log(zi —%) (31)
Note that since the denominator in equation (30) is always positive (assuming there are at least two
unique values in z), only the numerator needs to be used to determine the value of .
Once the value of 4 has been determined, i and o are estimated using equations (7) and (8), except
the unbiased estimator of variance is used in equation (8).
Royston (1992b) developed a modification of the Shaprio-Wilk goodness-of-fit test for normal-

ity based on tranforming the data using equation (6) and the zero-skewness estimator of v (see
gofTest).

Estimators Based on Royston’s Index of Skewness (method="royston. skew")
This method of estimation is discussed by Royston (1992b), and is similar to the zero-skewness
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method discussed above, except a different measure of skewness is used. Royston’s (1992b) index
of skewness is given by: ~
Yn) — Y

g=-""1"
Y—Ya)

where y(;) denotes the 7’th order statistic of y and y is defined in equation (31) above, and y denotes

the median of y. Royston (1992b) shows that the value of y that yields a value of ¢ = 0 is given by:

32)

YY) — J°

- 33
Y1) +Ym) — 29 (33)

':)/ =
Again, as for the zero-skewness method, once the value of 4 has been determined, p and o are
estimated using equations (7) and (8), except the unbiased estimator of variance is used in equation

(®).
Royston (1992b) developed this estimator as a quick way to estimate .

Confidence Intervals
This section explains three different methods for constructing confidence intervals for the threshold
parameter -y, or the median of the three-parameter lognormal distribution, which is given by:

Med[X] =~ +exp(p) =v+F (34)

Normal Approximation Based on Asymptotic Variances and Covariances (ci.method="avar")
Formulas for asymptotic variances and covariances for the three-parameter lognormal distribution,
based on the information matrix, are given in Cohen (1951), Cohen and Whitten (1980), Cohen et
al., (1985), and Cohen (1988). The relevant quantities for v and the median are:

vart) =02 = T (D)H (3)
~ 0'2
Var(B) = ag = g1+ H) (36)
R _0_3 ﬂZ
Cov(3,) =0, 5 =~ (L)H (31)

noVw
where
H=[w(l+0?)—20%—1]"" (38)

A two-sided (1 — «)100% confidence interval for «y is computed as:
¥ —tn—21-0/205, ¥ +tn—21-a/205 (39)

where ¢, , denotes the p’th quantile of Student’s t-distribution with n degrees of freedom, and the
quantity 65 is computed using equations (35) and (38) and substituting estimated values of 3, w,
and o. One-sided confidence intervals are computed in a similar manner.

A two-sided (1 — a))100% confidence interval for the median (see equation (34) above) is computed

as:
’A}/+ﬂ7tn—2,1—a/26,ﬁﬁ_3a &+ﬁ+tn—2,l—a/2&ﬁ/+,@ (40)
where
A2 A2 | A2 A
0545 =05+05+0,5 (41)

is computed using equations (35)-(38) and substituting estimated values of 3, w, and . One-sided
confidence intervals are computed in a similar manner.
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This method of constructing confidence intervals is analogous to using the Wald test (e.g., Silvey,
1975, pp.115-118) to test hypotheses on the parameters.

Because of the regularity problems associated with the global maximum likelihood estimators, it
is questionble whether the asymptotic variances and covariances shown above apply to local max-
imum likelihood estimators. Simulation studies, however, have shown that these estimates of vari-
ance and covariance perform reasonably well (Harter and Moore, 1966; Cohen and Whitten, 1980).
Note that this method of constructing confidence intervals can be used with estimators other than
the Imle’s. Cohen and Whitten (1980) and Cohen et al. (1985) found that the asymptotic variances
and covariances are reasonably close to corresponding simulated variances and covariances for the
modified method of moments estimators (method="mmme").

Likelihood Profile (ci.method="1ikelihood.profile")

Griffiths (1980) suggested constructing confidence intervals for the threshold parameter v based on
the profile likelihood function given in equations (9) and (10). Royston (1992b) further elaborated
upon this procedure. A two-sided (1 — a/)100% confidence interval for 7 is constructed as:

rcr.muer]  (42)

by finding the two values of n (one larger than the Imle of 7 and one smaller than the Imle of 7) that
satisfy:
R 1
log[L(n)] = log[L(fimie)] — ixia/z (43)

where szp denotes the p’th quantile of the chi-square distribution with v degrees of freedom. Once
these values are found, the two-sided confidence for «y is computed as:

[yeer,yuer]  (44)
where
Yror = w1y — exp(—nrcr)  (45)
yucr =z — exp(—nucr) (46)
One-sided intervals are construced in a similar manner.

This method of constructing confidence intervals is analogous to using the likelihood-ratio test (e.g.,
Silvey, 1975, pp.108-115) to test hypotheses on the parameters.

To construct a two-sided (1 — «)100% confidence interval for the median (see equation (34)),
Royston (1992b) suggested the following procedure:
1. Construct a confidence interval for «y using the likelihood profile procedure.

2. Construct a confidence interval for [ as:

. G . G
[Bror, Buct] = [exp(it — tn—2,1—a/2ﬁ)7 exp(ft + tn—2,1—a/2ﬁ)] (47)

3. Construct the confidence interval for the median as:

Yeer + Brer.ywer + Bucr]  (48)

Royston (1992b) actually suggested using the quantile from the standard normal distribution instead
of Student’s t-distribution in step 2 above. The function elnorm3, however, uses the Student’s t
quantile.

Note that this method of constructing confidence intervals can be used with estimators other than
the Imle’s.
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Royston’s Confidence Interval Based on Significant Skewness (ci.method="skewness")

Royston (1992b) suggested constructing confidence intervals for the threshold parameter - based
on the idea behind the zero-skewness estimator (method="zero. skew"). A two-sided (1 —a))100%
confidence interval for v is constructed by finding the two values of v that yield a p-value of «/2 for
the test of zero-skewness on the observations y defined in equation (6) (see gofTest). One-sided
confidence intervals are constructed in a similar manner.

To construct (1 — «)100% confidence intervals for the median (see equation (34)), the exact same
procedure is used as for ci.method="1ikelihood.profile”, except that the confidence interval
for ~y is based on the zero-skewness method just described instead of the likelihood profile method.

Value

alistof class "estimate"” containing the estimated parameters and other information. See estimate.object
for details.

Note

The problem of estimating the parameters of a three-parameter lognormal distribution has been
extensively discussed by Aitchison and Brown (1957, Chapter 6), Calitz (1973), Cohen (1951),
Cohen (1988), Cohen and Whitten (1980), Cohen et al. (1985), Griffiths (1980), Harter and Moore
(1966), Hill (1963), and Royston (1992b). Stedinger (1980) and Hoshi et al. (1984) discuss fitting
the three-parameter lognormal distribution to hydrologic data.

The global maximum likelihood estimates are inadmissible. In the past, several researchers have
found that the local maximum likelihood estimates (Imle’s) occasionally fail because of convergence
problems, but they were not using the likelihood profile and reparameterization of Griffiths (1980).
Cohen (1988) recommends the modified methods of moments estimators over lmle’s because they
are easy to compute, they are unbiased with respect to £z and o2 (the mean and standard deviation on
the log-scale), their variances are minimal or near minimal, and they do not suffer from regularity
problems.

Because the distribution of the Imle of the threshold parameter v is far from normal for mod-
erate sample sizes (Griffiths, 1980), it is questionable whether confidence intervals for v or the
median based on asymptotic variances and covariances will perform well. Cohen and Whitten
(1980) and Cohen et al. (1985), however, found that the asymptotic variances and covariances are
reasonably close to corresponding simulated variances and covariances for the modified method
of moments estimators (method="mmme"). In a simulation study (5000 monte carlo trials), Roys-
ton (1992b) found that the coverage of confidence intervals for v based on the likelihood profile
(ci.method="1likelihood.profile") was very close the nominal level (94.1% for a nominal level
of 95%), although not symmetric. Royston (1992b) also found that the coverage of confidence in-
tervals for v based on the skewness method (ci.method="skewness") was also very close (95.4%)
and symmetric.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

Lognormal3, Lognormal, LognormalAlt, Normal.

Examples

# Generate 20 observations from a 3-parameter lognormal distribution

# with parameters meanlog=1.5, sdlog=1, and threshold=10, then use

# Cohen and Whitten's (1980) modified moments estimators to estimate

# the parameters, and construct a confidence interval for the

# threshold based on the estimated asymptotic variance.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)

dat <- rlnorm3(20, meanlog = 1.5, sdlog = 1, threshold = 10)
elnorm3(dat, method = "mmme", ci = TRUE)

#Results of Distribution Parameter Estimation

#Assumed Distribution: 3-Parameter Lognormal
#
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#Estimated Parameter(s):

#

#

#

#Estimation Method:

#

#Data:

#

#Sample Size:

#

#Confidence Interval for:
#

#Confidence Interval Method:
#

#

#Confidence Interval Type:
#

#Confidence Level:

#

#Confidence Interval:

207

meanlog = 1.5206664
sdlog 0.5330974
threshold = 9.6620403

mmme

dat

20
threshold

Normal Approximation
Based on Asymptotic Variance

two-sided

95%

LCL = 6.985258
UCL = 12.338823

# Repeat the above example using the other methods of estimation

# and compare.

round(elnorm3(dat, "lmle")$parameters, 1)

#meanlog sdlog threshold
# 1.3 0.7 10.5

round(elnorm3(dat, "mme")$parameters, 1)

#meanlog sdlog threshold
# 2.1 0.3 6.0

round(elnorm3(dat, "mmue"”)$parameters, 1)

#meanlog sdlog threshold
# 2.2 0.3 5.8

round(elnorm3(dat, "mmme")$parameters, 1)

#meanlog sdlog threshold
# 1.5 0.5 9.7

round(elnorm3(dat, "zero.skew")S$parameters, 1)

#meanlog sdlog threshold
# 1.3 0.6 10.3

round(elnorm3(dat, "royston")$parameters, 1)

#meanlog sdlog threshold
# 1.4 0.6 10.1
# __________

# Compare methods for computing a two-sided 95% confidence interval

# for the threshold:

# modified method of moments estimator using asymptotic variance,

# Imle using asymptotic variance,
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# 1mle using likelihood profile, and
# zero-skewness estimator using the skewness method.

elnorm3(dat, method = "mmme”, ci = TRUE,
ci.method = "avar”)$interval$limits

# LCL ucL

# 6.985258 12.338823

elnorm3(dat, method = "1lmle"”, ci = TRUE,
ci.method = "avar”)$interval$limits

# LCL ucL

# 9.017223 11.980107

elnorm3(dat, method = "Imle", ci = TRUE,
ci.method="1ikelihood.profile”)$interval$limits

# LCL ucL

# 3.699989 11.266029

elnorm3(dat, method = "zero.skew", ci = TRUE,
ci.method = "skewness"”)$interval$limits
# LCL ucL

#-25.18851 11.18652

# Now construct a confidence interval for the median of the distribution
# based on using the modified method of moments estimator for threshold

# and the asymptotic variances and covariances. Note that the true median
# is given by threshold + exp(meanlog) = 10 + exp(1.5) = 14.48169.

elnorm3(dat, method = "mmme", ci = TRUE, ci.parameter = "median")

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: 3-Parameter Lognormal
#

#Estimated Parameter(s): meanlog = 1.5206664
# sdlog = 0.5330974
# threshold = 9.6620403
#

#Estimation Method: mmme

#

#Data: dat

#

#Sample Size: 20

#

#Confidence Interval for: median

#

#Confidence Interval Method: Normal Approximation
# Based on Asymptotic Variance
#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

elnorm3
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#Confidence Interval: LCL = 11.20541

# UCL = 17.26922

# __________

# Compare methods for computing a two-sided 95% confidence interval

# for the median:

# modified method of moments estimator using asymptotic variance,

# Imle using asymptotic variance,

# lmle using likelihood profile, and

# zero-skewness estimator using the skewness method.

elnorm3(dat, method = "mmme", ci = TRUE, ci.parameter = "median”,
ci.method = "avar")$interval$limits

# LCL ucL

#11.20541 17.26922

elnorm3(dat, method = "lmle", ci = TRUE, ci.parameter = "median”,
ci.method = "avar"”)$interval$limits
# LCL ucL

#12.28326 15.87233

elnorm3(dat, method = "Imle", ci = TRUE, ci.parameter = "median”,
ci.method = "likelihood.profile”)$interval$limits
# LCL ucL

# 6.314583 16.165525

elnorm3(dat, method = "zero.skew", ci = TRUE, ci.parameter = "median”,
ci.method = "skewness"”)$interval$limits
# LCL ucL

#-22.38322 16.33569

rm(dat)

elnormAlt Estimate Parameters of a Lognormal Distribution (Original Scale)

Description

Estimate the mean and coefficient of variation of a lognormal distribution, and optionally construct
a confidence interval for the mean.

Usage

FALSE, ci.type = "two-sided”,
0.95, parkin.list = NULL)

elnormAlt(x, method = "mvue”, ci
ci.method = "land"”, conf.level
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Arguments

X numeric vector of positive observations.

method character string specifying the method of estimation. Possible values are "mvue”
(minimum variance unbiased; the default), "gmle"” (quasi maximum likelihood),
"mle" (maximum likelihood), "mme"” (method of moments), and "mmue” (method
of moments based on the unbiased estimate of variance). See the DETAILS sec-
tion for more information on these estimation methods.

ci logical scalar indicating whether to compute a confidence interval for the mean.
The default value is FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

ci.method character string indicating what method to use to construct the confidence inter-
val for the mean. The possible values are "land” (Land’s method; the default),
zou (Zou et al.’s method), "parkin” (Parkin et al.’s method), "cox" (Cox’s
approximation), and "normal.approx” (normal approximation). See the DE-
TAILS section for more information. This argument is ignored if ci=FALSE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

parkin.list a list containing arguments for the function eqnpar. The components of this
list are 1cl.rank (set to NULL by default), ucl.rank (set to NULL by default),
ci.method (setto "exact" if the sample size is < 20, otherwise set to "normal. approx”),
and approx.conf.level (set to the value of conf.level). This argument is ig-
nored unless ci=TRUE and ci.method="parkin".

Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let z be a vector of n observations from a lognormal distribution with parameters mean=6 and cv=r.
Let 7 denote the standard deviation of this distribution, so that n = 67. Set y = log(z). Then y is a
vector of observations from a normal distribution with parameters mean=y and sd=c. See the help
file for LognormalAlt for the relationship between 6, 7,7, u, and o.

Estimation

This section explains how each of the estimators of mean=6 and cv=7 are computed. The approach
is to first compute estimates of § and n? (the mean and variance of the lognormal distribution), say
6 and 72, then compute the estimate of the cv 7 by 7 = 7/6.

Minimum Variance Unbiased Estimation (method="mvue")
The minimum variance unbiased estimators (mvue’s) of # and 72 were derived by Finney (1941)
and are discussed in Gilbert (1987, pp. 164-167) and Cohn et al. (1989). These estimators are

computed as:
2

- s
emvue = eygn—l(E) (1)

(n —2)s?

ey

ﬁ?nvue = 622?{9",1(282) - gnfl[

where

y= %Zyz (3)
i=1
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=S -9 @)
=1
> m'(m + 2i m_ ;2
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The expected value and variance of the mvue of # are (Bradu and Mundlak, 1970; Cohn et al.,
1989):

El0mvue) =6 (6)

Va{r[em'uue} _ eQH{e[(%_n_l)Uﬂ/ngnfl(Z) — e } (7)
n
Maximum Likelihood Estimation (method="mle")
The maximum likelihood estimators (mle’s) of # and 72 are given by:

R ~2

[0}
amle = emp(g + %le) (8)

ﬁrznle = é?nle’f_rznle (9)
where
,7131[6 = 61’]3((3'7271[6) -1 (10)

1
62, =12 (11)

l
mle n

The expected value and variance of the mle of 6 are (after Cohn et al., 1989):

E0y] = Qemp[_(n%nl)ﬁ](l _ %2)—(71—1)/2 (12)
N J2 02 20_2 02
Var(Ome] = exp(2p + —){exp(—)[1 - T]—(71—1)/2 - ;]_(n_l)} (13)

As can be seen from equation (12), the expected value of the mle of @ does not exist when o2 > n.
In general, the p’th moment of the mle of & does not exist when o2 > n/p.

Quasi Maximum Likelihood Estimation (method="qgmle")

The quasi maximum likelihood estimators (qmle’s; Cohn et al., 1989; Gilbert, 1987, p.167) of 6
and 7)? are the same as the mle’s, except the mle of o2 in equations (8) and (10) is replaced with the
more commonly used mvue of o2 shown in equation (4):

V]

- S
Damic = exp(y+ ) (14)

~2 _ N2 ~2
nqmle - eqmle’rqm,le (15)

723mle = 61‘p(82) -1 (16)
The expected value and variance of the gmle of # are (Cohn et al., 1989):

E[émle] — Hexp[_(n;nl)ag](l _ nofl)—(n—l)/Q (17)

N o2 o2 202

2
C(n— o (e

Var(mie] = exp(2p + ;){el‘p(;)[l - m} (=072 1 - m] (=D} (18)

As can be seen from equation (17), the expected value of the gmle of # does not exist when o2 >

(n — 1). In general, the p’th moment of the mle of & does not exist when o2 > (n — 1) /p.
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Note that Gilbert (1987, p. 167) incorrectly presents equation (12) rather than equation (17) as the
expected value of the qmle of §. For large values of n relative to o2, however, equations (12) and
(17) are virtually identical.

Method of Moments Estimation (method="mme")
The method of moments estimators (mme’s) of 6 and n? are found by equating the sample mean
and variance with their population values:

. 1 &
gmme:7:* i 19
z n;l“ (19)

n

e = = (@~ ) (20)

i=1
Note that the estimator of variance in equation (20) is biased.

The expected value and variance of the mme of 6 are:

Elbpme] =0 (21)

R 2
Varfmme] = % = %exp(Q,u + o) [exp(o?) — 1] (22)

Method of Moments Estimation Based on the Unbiased Estimate of Variance (method="mmue")
These estimators are exactly the same as the method of moments estimators described above, except
that the usual unbiased estimate of variance is used:

. 1 &
emmue:_:* 04 23
z n;w (23)
e = —= (i~ (20)
nmmue—n71i=1 Ty — X

Since the mmue of 6 is equivalent to the mme of 6, so are its mean and varaince.

Confidence Intervals
This section explains the different methods for constructing confidence intervals for 6, the mean of
the lognormal distribution.

Land’s Method (ci.method="1and")

Land (1971, 1975) derived a method for computing one-sided (lower or upper) uniformly most
accurate unbiased confidence intervals for §. A two-sided confidence interval can be constructed
by combining an optimal lower confidence limit with an optimal upper confidence limit. This
procedure for two-sided confidence intervals is only asymptotically optimal, but for most purposes
should be acceptable (Land, 1975, p.387).

As shown in equation (3) in the help file for LognormalAlt, the mean 6 of a lognormal random
variable is related to the mean p and standard deviation o of the log-transformed random variable

by the following relationship:
6=c’ (25)

where
2

B=n+% (26)

Land (1971) developed confidence bounds for the quantity 5. The mvue of /3 is given by:

[\v]

S

Bmvue =Y+ 5 (27>
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Note that éqmle = e:cp(Bmwe). The (1 — «)100% two-sided confidence interval for 3 is given by:

. C, 5 Cra
o + 5722, B +5 =22 (29)

the (1 — «)100% one-sided upper confidence interval for /3 is given by:

[—OO, Bmvue + 8\7%] (29)

and the (1 — «)100% one-sided lower confidence interval for 3 is given by:

e
Vn—1’
where s is the estimate of o (see equation (4) above), and the factor C is given in tables in Land
(1975).

Thus, by equations (25)-(30), the two-sided (1 — «)100% confidence interval for 6 is given by:

[Bm’uue + s OO} (30)

~ Ca 2 ~ lea 2
{eqmleexp[s \/ﬁL quleexp[s \/’I’LT/l]}

the (1 — a)100% one-sided upper confidence interval for 6 is given by:

(31)

(0. Opccanls 2=y (32)

and the (1 — «)100% one-sided lower confidence interval for 6 is given by:

{Bomicexpls \/%L o} (33)

Note that Gilbert (1987, pp. 169-171, 264-265) denotes the quantity C above as H and reproduces
a subset of Land’s (1975) tables. Some guidance documents (e.g., USEPA, 1992d) refer to this
quantity as the H-statistic.

Zou et al’s Method (ci.method="zou")

Zou et al. (2009) proposed the following approximation for the two-sided (1 — a))100% confidence
intervals for 6. The lower limit L is given by:

2 2

~ Zl_ 28 82 n—1 82
LL = (‘)qmlee:cp{—[aT/ + (5 — 2;(2/))2]1/2} (34)

l1-a/2,n—-1
and the upper limit U L is given by:
2 2
~ Z1_a/2S (n — 1)82 82
UL = Ogmicexp{[ (;/ + (2X2 - 5)2]1/2} (35)
a/2,n—1

where z,, denotes the p’th quantile of the standard normal distribuiton, and X, , denotes the p’th
quantile of the chi-square distribution with v degrees of freedom. The (1 — «)100% one-sided
lower confidence limit and one-sided upper confidence limit are given by equations (34) and (35),
respectively, with /2 replaced by a.

Parkin et al.’s Method (ci.method="parkin")
This method was developed by Parkin et al. (1990). It can be shown that the mean of a lognormal
distribution corresponds to the p’th quantile, where

p=2(3) (36)
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and ® denotes the cumulative distribution function of the standard normal distribution. Parkin et
al. (1990) suggested estimating p by replacing ¢ in equation (36) with the estimate s as computed
in equation (4). Once an estimate of p is obtained, a nonparametric confidence interval can be
constructed for p, assuming p is equal to its estimated value (see egnpar).

Cox’s Method (ci.method="cox")

This method was suggested by Professor D.R. Cox and is illustrated in Land (1972). El-Shaarawi
(1989) adapts this method to the case of censored water quality data. Cox’s idea is to construct an
approximate (1 — «)100% confidence interval for the quantity 5 defined in equation (26) above
assuming the estimate of [ is approximately normally distributed, and then exponentiate the confi-
dence limits. That is, a two-sided (1 — a))100% confidence interval for 6 is constructed as:

lexp(B — ti—a/2,n-105), exp(f + tias2n-105)]  (37)

where t(p, V) denotes the p’th quantile of Student’s t-distribution with v degrees of freedom. Note
that this method, unlike the normal approximation method discussed below, guarantees a positive
value for the lower confidence limit. One-sided confidence intervals are computed in a similar
fashion.
Define an estimator of (3 by:

~2
o

b=i+% (38)

Then the variance of this estimator is given by:
. 1
Var(B) = Var(jt) + Cov(fi, 6%) + 1Var(62) (39)

The function elnormAlt follows Land (1972) and uses the minimum variance unbiased estimator
for 5 shown in equation (27) above, so the variance and estimated variance of this estimator are:

A 0'2 0'4
Var(ﬁmwe) = ; + m (40)
2 4
2 i S
A * 2(n+1) (41)

Note that El-Shaarawi (1989, equation 5) simply replaces the value of s? in equation (41) with some
estimator of o2 (the mle or mvue of ¢2), rather than using the mvue of the variance of 3 as shown
in equation (41).

Normal Approximation (ci.method="normal.approx") This method constructs approximate (1 —
a)100% confidence intervals for 6 based on the assumption that the estimator of 6 is approximately
normally distributed. That is, a two-sided (1 — «)100% confidence interval for 6 is constructed as:

[é - tl—a/Q,n—la—év é + tl—a/?,n—lé—é] (42)

One-sided confidence intervals are computed in a similar fashion.

When method="mvue"” is used to estimate 6, an unbiased estimate of the variance of the estimator of
0 is used in equation (42) (Bradu and Mundlak, 1970, equation 4.3; Gilbert, 1987, equation 13.5):

- g s? s2(n—2
7 = g (S — g U2y (a3)
When method="mle" is used to estimate 6, the estimate of the variance of the estimator of 6 is
computed by replacing 1 and o2 in equation (13) with their mle’s:

&2 &2 262

~2
A2 — mle mle mle1—(n—1)/2 _ _ Oimle —(n—1)
2 = cap(2g + 7mte) (ep(Pmte 1 — Pontey-om1ys2 _py  Fmte)omy (g
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When method="qgmle" is used to estimate 6, the estimate of the variance of the estimator of 6 is
computed by replacing 1 and o in equation (18) with their mvue’s:

52 52 252
Z 21— 22 —(n=1)/2
=) e - ]

]y

Q>

2= exp(2y+ [1— (45)

n—1
Note that equation (45) is exactly the same as Gilbert’s (1987, p. 167) equation 13.8a, except that
Gilbert (1987) erroneously uses n where he should use n — 1 instead. For large values of n relative
to s2, however, this makes little difference.

When method="mme", the estimate of the variance of the estimator of € is computed by replacing
eta? in equation (22) with the mme of 1? defined in equation (20):

~Q n

nmme _ 1 Z 2
= —2 x

(46)

>
5N

When method="mmue", the estimate of the variance of the estimator of # is computed by replacing
eta? in equation (22) with the mmue of n? defined in equation (24):

> (@i —x)?

=1

~2
Nmmue _

2 =
0 n

52 =) (47)

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.

for details.

Note

The normal and lognormal distribution are probably the two most frequently used distributions to
model environmental data. In order to make any kind of probability statement about a normally-
distributed population (of chemical concentrations for example), you have to first estimate the mean
and standard deviation (the population parameters) of the distribution. Once you estimate these
parameters, it is often useful to characterize the uncertainty in the estimate of the mean or variance.
This is done with confidence intervals.

Some EPA guidance documents (e.g., Singh et al., 2002; Singh et al., 2010a,b) strongly recom-
mend against using a lognormal model for environmental data and recommend trying a gamma
distribuiton instead.

USEPA (19924) directs persons involved in risk assessment for Superfund sites to use Land’s (1971,
1975) method (ci.method="1and") for computing the upper 95% confidence interval for the mean,
assuming the data follow a lognormal distribution (the guidance document cites Gilbert (1987) as
a source of descriptions and tables for this method). The last example in the EXAMPLES section
below reproduces an example from this guidance document.

In the past, some authors suggested using the geometric mean, also called the "rating curve" esti-
mator (Cohn et al., 1989), as the estimator of the mean, . This estimator is computed as:

0o =¥ (48)
Cohn et al. (1989) cite several authors who have pointed out this estimator is biased and is not even

a consistent estimator of the mean. In fact, it is the maximum likelihood estimator of the median of
the distribution (see eqlnorm.)

Finney (1941) computed the efficiency of the method of moments estimators of the mean (#) and
variance (n?) of the lognormal distribution (equations (19)-(20)) relative to the mvue’s (equations

object
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(1)-(2)) as a function of o (the variance of the log-transformed observations), and found that while
the mme of 6 is reasonably efficient compared to the mvue of , the mme of n? performs quite
poorly relative to the mvue of 72.

Cohn et al. (1989) and Parkin et al. (1988) have shown that the gqmle and the mle of the mean can
be severely biased for typical environmental data, and suggest always using the mvue.

Parkin et al. (1990) studied the performance of various methods for constructing a confidence in-
terval for the mean via Monte Carlo simulation. They compared approximate methods to Land’s
optimal method (ci.method="1and"). They used four parent lognormal distributions to generate
observations; all had mean 10, but differed in coefficient of variation: 50, 100, 200, and 500%. They
also generated sample sizes from 6 to 100 in increments of 2. For each combination of parent distri-
bution and sample size, they generated 25,000 Monte Carlo trials. Parkin et al. found that for small
sample sizes (n < 20), none of the approximate methods ("parkin”, "cox”, "normal.approx”)
worked very well. For n > 20, their method ("parkin") provided reasonably accurate coverage.
Cox’s method ("cox") worked well for n > 60, and performed slightly better than Parkin et al.’s

method ("parkin”) for highly skewed populations.

Zou et al. (2009) used Monte Carlo simulation to compare the performance of their method with the
CGI method of Krishnamoorthy and Mathew (2003) and the modified Cox method of Armstrong
(1992) and El-Shaarawi and Lin (2007). Performance was assessed based on 1) percentage of times
the interval contained the parameter value (coverage%), 2) balance between left and right tail errors,
and 3) confidence interval width. All three methods showed acceptable coverage percentages. The
modified Cox method showed unbalanced tail errors, and Zou et al.’s method showed consistently
narrower average width.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

LognormalAlt, Lognormal, Normal.

Examples

# Using the Reference area TcCB data in the data frame EPA.94b.tccb.df,
# estimate the mean and coefficient of variation,
# and construct a 95% confidence interval for the mean.

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference”], ci = TRUE))

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Lognormal

#

#Estimated Parameter(s): mean = 0.5989072
# cv = 0.4899539
#

#Estimation Method: mvue

#

#Data: TcCB[Area == "Reference"]
#

#Sample Size: 47

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Land

#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 0.5243787
# UCL = 0.7016992
# __________

# Compare the different methods of estimating the distribution parameters using the
# Reference area TcCB data.

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference”], method
# mean cv
#0.5989072 0.4899539

"mvue"”))$parameters

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference”"], method = "gmle"))$parameters
# mean cv
#0.6004468 0.4947791

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference”], method = "mle"”))$parameters
# mean cv
#0.5990497 0.4888968

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference”], method = "mme"))$parameters
# mean cv
#0.5985106 0.4688423
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with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference”], method = "mmue”))$parameters
# mean cv
#0.5985106 0.4739110

# Compare the different methods of constructing the confidence interval for
# the mean using the Reference area TcCB data.

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference"],
method = "mvue”, ci = TRUE, ci.method = "land”))$interval$limits
# LCL ucL

#0.5243787 0.7016992

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference"],
method = "mvue”, ci = TRUE, ci.method = "zou"))$interval$limits
# LCL ucL

#0.5230444 0.6962071

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference"],

method = "mvue”, ci = TRUE, ci.method = "parkin”))$interval$limits
# LCL UCL
#0.50 0.74
with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference"],

method = "mvue”, ci = TRUE, ci.method = "cox"))$interval$limits
# LCL ucL

#0.5196213 0.6938444

with(EPA.94b.tccb.df, elnormAlt(TcCB[Area == "Reference"],
method = "mvue”, ci = TRUE, ci.method = "normal.approx”))$interval$limits
# LCL ucL

#0.5130160 0.6847984

# Reproduce the example in Highlights 7 and 8 of USEPA (1992d). This example shows

# how to compute the upper 95% confidence limit of the mean of a lognormal distribution
# and compares it to the result of computing the upper 95% confidence limit assuming a
# normal distribution. The data for this example are chromium concentrations (mg/kg) in
# soil samples collected randomly over a Superfund site, and are stored in the data frame
# EPA.92d.chromium.vec.

# First look at the data

EPA.92d.chromium.vec
# [1] 10 13 20 36 41 59 67 110 110 136 140 160 200 230 1300

stripChart(EPA.92d.chromium.vec, ylab = "Chromium (mg/kg)")
# Note there is one very large "outlier” (1300).
# Perform a goodness-of-fit test to determine whether a lognormal distribution

# is appropriate:

gof.list <- gofTest(EPA.92d.chromium.vec, dist = 'lnormAlt')
gof.list
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#Results of Goodness-of-Fit Test

# _______________________________

#

#Test Method: Shapiro-Wilk GOF

#

#Hypothesized Distribution: Lognormal

#

#Estimated Parameter(s): mean = 159.855185

# cv = 1.493994

#

#Estimation Method: mvue

#

#Data: EPA.92d.chromium.vec
#

#Sample Size: 15

#

#Test Statistic: W = 0.9607179

#

#Test Statistic Parameter: n=15

#

#P-value: 0.7048747

#

#Alternative Hypothesis: True cdf does not equal the
# Lognormal Distribution.

plot(gof.list, digits = 2)

# The lognormal distribution seems to provide an adequate fit, although the largest

# observation (1300) is somewhat suspect, and given the small sample size there is
# not much power to detect any kind of mild deviation from a lognormal distribution.
# Now compute the one-sided 95% upper confidence limit for the mean.

# Note that the value of 502 mg/kg shown in Hightlight 7 of USEPA (1992d) is a bit
# larger than the exact value of 496.6 mg/kg shown below.

# This is simply due to rounding error.

elnormAl1t (EPA.92d.chromium.vec, ci = TRUE, ci.type = "upper")

#Results of Distribution Parameter Estimation

#Assumed Distribution: Lognormal

#

#Estimated Parameter(s): mean = 159.855185

# cv = 1.49399%4
#

#Estimation Method: mvue

#

#Data: EPA.92d.chromium.vec
#

#Sample Size: 15

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Land

#
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#Confidence Interval Type: upper

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 0

# UCL = 496.6282

# Now compare this result with the upper 95% confidence limit based on assuming

# a normal distribution. Again note that the value of 325 mg/kg shown in

# Hightlight 8 is slightly larger than the exact value of 320.3 mg/kg shown below.
# This is simply due to rounding error.

enorm(EPA.92d.chromium.vec, ci = TRUE, ci.type = "upper")

#Results of Distribution Parameter Estimation

# ____________________________________________
#
#Assumed Distribution: Normal
#
#Estimated Parameter(s): mean = 175.4667
# sd = 318.5440
#
#Estimation Method: mvue
#
#Data: EPA.92d.chromium.vec
#
#Sample Size: 15
#
#Confidence Interval for: mean
#
#Confidence Interval Method: Exact
#
#Confidence Interval Type: upper
#
#Confidence Level: 95%
#
#Confidence Interval: LCL = -Inf
# UCL = 320.3304
# __________
# Clean up
# _________
rm(gof.list)
elnormAltCensored Estimate Parameters for a Lognormal Distribution (Original Scale)

Based on Type I Censored Data

Description

Estimate the mean and coefficient of variation of a lognormal distribution given a sample of data
that has been subjected to Type I censoring, and optionally construct a confidence interval for the
mean.
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Usage
elnormAltCensored(x, censored, method = "mle”, censoring.side = "left"”,
ci = FALSE, ci.method = "profile.likelihood”, ci.type = "two-sided"”,
conf.level = 0.95, n.bootstraps = 1000, pivot.statistic = "z", ...)
Arguments
X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.
censored numeric or logical vector indicating which values of x are censored. This must
be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.
method character string specifying the method of estimation.

For singly censored data, the possible values are: "mle” (maximum likelihood;

the default), "gmvue” (quasi minimum variance unbiased estimation) "bcmle”
(bias-corrected maximum likelihood), "impute.w.qq.reg" (moment estima-

tion based on imputation using the qq. reg method), "impute.w.qq.reg.w.cen.level”
(moment estimation based on imputation using the qq.reg.w.cen.level method),
"impute.w.mle"” (moment estimation based on imputation using the mle), and
"half.cen.level” (moment estimation based on setting the censored observa-

tions to half the censoring level).

For multiply censored data, the possible values are: "mle” (maximum like-

lihood; the default), "gmvue” (quasi minimum variance unbiased estimation),

"bcmle” (bias-corrected maximum likelihood), "impute.w.qq.reg” (moment
estimation based on imputation using quantile-quantile regression), and "half.cen.level”
(moment estimation based on setting the censored observations to half the cen-

soring level).

See the DETAILS section for more information.

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left” (the default) and "right".

ci logical scalar indicating whether to compute a confidence interval for the mean
or variance. The default value is ci=FALSE.

ci.method character string indicating what method to use to construct the confidence inter-
val for the mean. The possible values are "profile.likelihood” (profile like-
lihood; the default), "cox" (Cox’s approximation), "delta” (normal approxi-
mation based on the delta method), "normal.approx” (normal approximation),
and "bootstrap” (based on bootstrapping).

The confidence interval methods "delta” and "cox" are valid only when method
isone of "mle”, "bcmle"”, or "gmvue". The confidence interval method "normal . approx”

is valid only when method is one of "impute.w.qq.reg”, "impute.w.qq.reg.w.cen.level”,
"impute.w.mle"”, or "half.cen.level”.

See the DETAILS section for more information. This argument is ignored if
ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.
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conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

n.bootstraps numeric scalar indicating how many bootstraps to use to construct the confi-
dence interval for the mean when ci.type="bootstrap”. This argument is
ignored if ci=FALSE and/or ci.method does not equal "bootstrap”.

pivot.statistic
character string indicating which pivot statistic to use in the construction of
the confidence interval for the mean when ci.method is equal to "delta”,
"cox", or "normal.approx” (see the DETAILS section). The possible val-
ues are pivot.statistic="z" (the default) and pivot.statistic="t". When
pivot.statistic="t" you may supply the argument ci.sample size (see be-
low). The argument pivot.statistic is ignored if ci=FALSE.

additional arguments to pass to other functions.

e prob.method. Character string indicating what method to use to com-
pute the plotting positions (empirical probabilities) when method is one of
"impute.w.qqg.reg”, "impute.w.qq.reg.w.cen.level”, or "impute.w.mle".
Possible values are "kaplan-meier” (product-limit method of Kaplan and
Meier (1958)), "nelson” (hazard plotting method of Nelson (1972)), "michael-schucany”
(generalization of the product-limit method due to Michael and Schucany
(1986)), and "hirsch-stedinger" (generalization of the product-limit method
due to Hirsch and Stedinger (1987)). The default value is prob.method="michael-schucany”.
The "nelson” method is only available for censoring.side="right".

See the DETAILS section and the help file for ppointsCensored for more
information.

* plot.pos.con. Numeric scalar between 0 and 1 containing the value of the
plotting position constant to use when method is one of "impute.w.qq.reg",
"impute.w.qq.reg.w.cen.level”, or "impute.w.mle". The default value
is plot.pos.con=0.375. See the DETAILS section and the help file for
ppointsCensored for more information.

e ci.sample.size. Numeric scalar indicating what sample size to assume
to construct the confidence interval for the mean if pivot.statistic="t"
and ci.method is equal to "delta”, "cox", or "normal.approx”. When
method equals "mle”, "bcmle"”, or "gmvue”, the default value is the ex-
pected number of uncensored observations, otherwise it is the observed
number of uncensored observations.

e 1b.impute. Numeric scalar indicating the lower bound for imputed obser-
vations when method is one of "impute.w.qq.reg", "impute.w.qq.reg.w.cen.level”,
or "impute.w.mle”. Imputed values smaller than this value will be set to

this value. The default is 1b. impute=-Inf.
e ub.impute. Numeric scalar indicating the upper bound for imputed obser-

vations when method is one of "impute.w.qq.reg"”, "impute.w.qq.reg.w.cen.level”,
or "impute.w.mle"”. Imputed values larger than this value will be set to this

value. The default is ub. impute=Inf.

Details
If x or censored contain any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will
be removed prior to performing the estimation.

Let x be a vector of n observations from a lognormal distribution with parameters mean=60 and cv=r.
Let 7 denote the standard deviation of this distribution, so that » = 7. Set y = log(z). Then y is a
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vector of observations from a normal distribution with parameters mean=g and sd=o. See the help
file for LognormalAlt for the relationship between 6, 7,7, u, and o.

Let x denote a vector of N observations from a lognormal distribution with parameters mean=6 and
cv=r. Let n denote the standard deviation of this distribution, so that n = 7. Set y = log(z). Then
y is a vector of observations from a normal distribution with parameters mean=y and sd=c. See the
help file for LognormalAlt for the relationship between 6, 7,7, 1, and o.

Assume n (0 < n < N) of the N observations are known and ¢ (¢ = N — n) of the observations
are all censored below (left-censored) or all censored above (right-censored) at &k fixed censoring
levels

Tl,T27...7T]€;kZl (1)

For the case when k > 2, the data are said to be Type | multiply censored. For the case when k = 1,
set T' = T7. If the data are left-censored and all n known observations are greater than or equal to
T, or if the data are right-censored and all n known observations are less than or equal to 7, then
the data are said to be Type I singly censored (Nelson, 1982, p.7), otherwise they are considered to
be Type I multiply censored.

Let ¢; denote the number of observations censored below or above censoring level T for j =

1,2,...,k, so that
k
ch =c (2
i=1

Let x(1y, (), - - - , Z(v) denote the “ordered” observations, where now “observation” means either
the actual observation (for uncensored observations) or the censoring level (for censored observa-
tions). For right-censored data, if a censored observation has the same value as an uncensored one,
the uncensored observation should be placed first. For left-censored data, if a censored observation
has the same value as an uncensored one, the censored observation should be placed first.

Note that in this case the quantity ;) does not necessarily represent the ¢’th “largest” observation
from the (unknown) complete sample.

Finally, let 2 (omega) denote the set of n subscripts in the “ordered” sample that correspond to
uncensored observations.

ESTIMATION

This section explains how each of the estimators of mean=6 and cv=r are computed. The approach
is to first compute estimates of § and 72 (the mean and variance of the lognormal distribution), say
6 and 72, then compute the estimate of the cv 7 by 7 = 7/ 0.

Maximum Likelihood Estimation (method="mle")
The maximum likelihood estimators of 6, 7, and n, are computed as:

. . 62,
07nle = GZP(Mmle + %) (3)

7A_mle - [61’])(6’2 ) - 1}1/2 (4)

mle

ﬁmle = émle 7A'mle (5)

where f[iy,e and 6,,; denote the maximum likelihood estimators of 1 and o. See the help for for
enormCensored for information on how [i,,,;e and ;. are computed.

Quasi Minimum Variance Unbiased Estimation Based on the MLE’s (method="qgmvue")

The maximum likelihood estimators of § and 7? are biased. Even for complete (uncensored) sam-
ples these estimators are biased (see equation (12) in the help file for elnormAlt). The bias tends
to 0 as the sample size increases, but it can be considerable for small sample sizes. (Cohn et al.,
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1989, demonstrate the bias for complete data sets.) For the case of complete samples, the minimum
variance unbiased estimators (mvue’s) of # and n? were derived by Finney (1941) and are discussed
in Gilbert (1987, pp.164-167) and Cohn et al. (1989). These estimators are computed as:

2
. _ s
amvue = eygnfl(?) (6)

(n—2)s?

=

ﬁvzmzue = ng{gnfl(QSQ) - gnfl[

where

o0

- mi (m + 2i) moz
gm(z)7;m(m+2)~--(m+2i)(m+1) (F

) (10)

(see the help file for elnormAlt).

For Type I censored samples, the quasi minimum variance unbiased estimators (qmvue’s) of
and 72 are computed using equations (6) and (7) and estimating 1 and o with their mle’s (see
elnormCensored).

For singly censored data, this is apparently the LM method of Gilliom and Helsel (1986, p.137) (it is
not clear from their description on page 137 whether their LM method is the straight method="mle"
described above or method="gmvue"” described here). This method was also used by Newman et al.
(1989, p.915, equations 10-11).

For multiply censored data, this is apparently the MM method of Helsel and Cohn (1988, p.1998).
(It is not clear from their description on page 1998 and the description in Gilliom and Helsel, 1986,
page 137 whether Helsel and Cohn’s (1988) MM method is the straight method="mle" described
above or method="gmvue" described here.)

Bias-Corrected Maximum Likelihood Estimation (nethod="bcmle")
This method was derived by El-Shaarawi (1989) and can be applied to complete or censored data
sets. For complete data, the exact relative bias of the mle of the mean 6 is given as:
E[0m1e] —(n —1)o? 0%
Bme: mie = 1_7 (n 1)/2 11
o= = = eap =T - ) (11)

(see equation (12) in the help file for elnormAlt).

For the case of complete or censored data, El-Shaarawi (1989) proposed the following “bias-
corrected” maximum likelihood estimator:

where )
Bmle == exp[i(f/ll + 2a"m,le‘A/12 + &?n,lef/QQ)} (13>

and V denotes the asymptotic variance-covariance of the mle’s of 1 and o, which is based on the
observed information matrix, formulas for which are given in Cohen (1991). El-Shaarawi (1989)
does not propose a bias-corrected estimator of the variance 12, so the mle of 1 is computed when
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method="bcmle".

Imputation Using Quantile-Quantile Regression (method ="impute.w.qq.reg")

This method involves using quantile-quantile regression on the log-transformed observations to fit
a regression line (and thus initially estimate the mean g and standard deviation ¢ in log-space),
imputing the log-transformed values of the c censored observations by predicting them from the
regression equation, transforming the log-scale imputed values back to the original scale, and then
computing the method of moments estimates of the mean and standard deviation based on the
observed and imputed values.

The steps are:
1. Estimate p and o by computing the least-squares estimates in the following model:
Yoy =p+o® H(p) +e, i€ (14)

where p; denotes the plotting position associated with the ¢’th largest value, a is a constant
such that 0 < a < 1 (the default value is 0.375), ® denotes the cumulative distribution func-
tion (cdf) of the standard normal distribution and 2 denotes the set of n subscripts associated
with the uncensored observations in the ordered sample. The plotting positions are computed
by calling the function ppointsCensored.

2. Compute the log-scale imputed values as:

Uiy = fqgreg + &qq'PEg‘I’il(pi)v i g (15)

3. Retransform the log-scale imputed values:

2oy = explya], 1 €2 (16)

4. Compute the usual method of moments estimates of the mean and variance.

6= %[Z Bo+ Y el (17

g0 ieQ

L1 . :

0= m[Z(l‘(i) - 0% + Z(ﬂf(z‘) —6%)]  (18)
20 ieQ

Note that the estimate of variance is actually the usual unbiased one (not the method of mo-
ments one) in the case of complete data.

For sinlgy censored data, this method is discussed by Hashimoto and Trussell (1983), Gilliom and
Helsel (1986), and El-Shaarawi (1989), and is referred to as the LR (Log-Regression) or Log-
Probability Method.

For multiply censored data, this is the MR method of Helsel and Cohn (1988, p.1998). They used
it with the probability method of Hirsch and Stedinger (1987) and Weibull plotting positions (i.e.,
prob.method="hirsch-stedinger” and plot.pos.con=0).

The argument plot.pos.con (see the entry for ...in the ARGUMENTS section above) deter-
mines the value of the plotting positions computed in equations (14) and (15) when method equals
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"hirsch-stedinger"” or "michael-schucany"”. The default value is plot.pos.con=0.375. See
the help file for ppointsCensored for more information.

The arguments 1b.impute and ub.impute (see the entry for ...in the ARGUMENTS section
above) determine the lower and upper bounds for the imputed values. Imputed values smaller than
1b.impute are set to this value. Imputed values larger than ub. impute are set to this value. The
default values are 1b. impute=0 and ub.impute=Inf.

Imputation Using Quantile-Quantile Regression Including the Censoring Level

(method ="impute.w.qg.reg.w.cen.level"”)

This method is only available for sinlgy censored data. This method was proposed by El-
Shaarawi (1989), which he denoted as the Modified LR Method. It is exactly the same method
as imputation using quantile-quantile regression (method="impute.w.qq.reg"), except that the
quantile-quantile regression includes the censoring level. For left singly censored data, the modi-
fication involves adding the point [®~1(p,..), T to the plot before fitting the least-squares line. For
right singly censored data, the point [®~1(p,,41),T] is added to the plot before fitting the least-
squares line.

Imputation Using Maximum Likelihood (method ="impute.w.mle")

This method is only available for sinlgy censored data. This is exactly the same method as impu-
tation with quantile-quantile regression (method="impute.w.qq.reg"), except that the maximum
likelihood method (method="mle") is used to compute the initial estimates of the mean and stan-
dard deviation. In the context of lognormal data, this method is discussed by El-Shaarawi (1989),
which he denotes as the Modified Maximum Likelihood Method.

Setting Censored Observations to Half the Censoring Level (method="half.cen.level"”)

This method is applicable only to left censored data that is bounded below by 0. This method
involves simply replacing all the censored observations with half their detection limit, and then
computing the usual moment estimators of the mean and variance. That is, all censored observations
are imputed to be half the detection limit, and then Equations (17) and (18) are used to estimate the
mean and varaince.

This method is included only to allow comparison of this method to other methods. Setting left-
censored observations to half the censoring level is not recommended. In particular, El-Shaarawi
and Esterby (1992) show that these estimators are biased and inconsistent (i.e., the bias remains
even as the sample size increases).

CONFIDENCE INTERVALS
This section explains how confidence intervals for the mean 6 are computed.

Likelihood Profile (ci.method="profile.likelihood")

This method was proposed by Cox (1970, p.88), and Venzon and Moolgavkar (1988) introduced an
efficient method of computation. This method is also discussed by Stryhn and Christensen (2003)
and Royston (2007). The idea behind this method is to invert the likelihood-ratio test to obtain
a confidence interval for the mean 6 while treating the coefficient of variation 7 as a nuisance
parameter.

For Type I left censored data, the likelihood function is given by:

C1C2 ...CT ey

k
O U ) (LS | F D)
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where f and F' denote the probability density function (pdf) and cumulative distribution function
(cdf) of the population. That is,

f) = o=y (20)

Pty =o(—) ()

where

p=log( =) (22)

o= [log(r>+1)]Y/2  (23)
and ¢ and ® denote the pdf and cdf of the standard normal distribution, respectively (Cohen, 1963;
1991, pp.6, 50). For left singly censored data, equation (3) simplifies to:

n

Luole) = (V) iF@ T] flewl (2

i=c+1

Similarly, for Type I right censored data, the likelihood function is given by:

k
L(MU@) - (Clcz N ckn> H[l - F(Tﬂ)]% H f[x(i)} (25)
=1 i€Q

and for right singly censored data this simplifies to:

n

Luole) = (V)= POl [ flee] 20

=1

Following Stryhn and Christensen (2003), denote the maximum likelihood estimates of the mean
and coefficient of variation by (6*,7*). The likelihood ratio test statistic (G2) of the hypothesis
Hy : 0 = 0y (where 6 is a fixed value) equals the drop in 2log(L) between the “full” model and
the reduced model with 0 fixed at 0y, i.e.,

G? = 2{log[L(6%,7*)] — log[L(60, 7))} (27)

where 73 is the maximum likelihood estimate of 7 for the reduced model (i.e., when § = 6y). Under
the null hypothesis, the test statistic G2 follows a chi-squared distribution with 1 degree of freedom.

Alternatively, we may express the test statistic in terms of the profile likelihood function L, for the
mean 6, which is obtained from the usual likelihood function by maximizing over the parameter 7,
ie.,

Li(0) = max,L(0,7) (28)

Then we have
G = 2{log[L1(6%)] — log[L1(60)]}  (29)

A two-sided (1 — «)100% confidence interval for the mean € consists of all values of 6 for which
the test is not significant at level alpha:

Op:G* <xi1a (30)

where x?,yp denotes the p’th quantile of the chi-squared distribution with v degrees of freedom. One-
sided lower and one-sided upper confidence intervals are computed in a similar fashion, except that
the quantity 1 — « in Equation (30) is replaced with 1 — 2q.
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Direct Normal Approximations (ci.method="delta" or ci.method="normal.approx")

An approximate (1 —«)100% confidence interval for 6 can be constructed assuming the distribution
of the estimator of # is approximately normally distributed. That is, a two-sided (1 — a))100%
confidence interval for 6 is constructed as:

[0 —t1_a/2,m—104 0+ ti—aj2m-104]  (31)

where 6 denotes the estimate of 6, 04 denotes the estimated asymptotic standard deviation of the
estimator of ¢, m denotes the assumed sample size for the confidence interval, and ¢,,, denotes the
p’th quantile of Student’s t-distribuiton with v degrees of freedom. One-sided confidence intervals
are computed in a similar fashion.

The argument ci.sample.size determines the value of m (see see the entry for ...in the ARGU-
MENTS section above). When method equals "mle”, "gmvue”, or "bcmle” and the data are singly
censored, the default value is the expected number of uncensored observations, otherwise it is n,
the observed number of uncensored observations. This is simply an ad-hoc method of constructing
confidence intervals and is not based on any published theoretical results.

When pivot.statistic="z", the p’th quantile from the standard normal distribution is used in
place of the p’th quantile from Student’s t-distribution.

Direct Normal Approximation Based on the Delta Method (ci.method="delta")

This method is usually applied with the maximum likelihood estimators (method="mle"). It should
also work approximately for the quasi minimum variance unbiased estimators (method="gmvue")
and the bias-corrected maximum likelihood estimators (method="bcmle").

When method="mle", the variance of the mle of 6 can be estimated based on the variance-covariance
matrix of the mle’s of ;4 and ¢ (denoted V'), and the delta method:

=50 V(50s  (32)

QJ‘Q)
[P2ESS
QJ‘Q)
>~

where
N=(u0) (33)

00 o?
o eap(p+ ) (34)

2

00 o
9 oexp(p + ?) (35)

(Shumway et al., 1989). The variance-covariance matrix V' of the mle’s of x4 and o is estimated
based on the inverse of the observed Fisher Information matrix, formulas for which are given in
Cohen (1991).

Direct Normal Approximation Based on the Moment Estimators (ci.method="normal.approx")
This method is valid only for the moment estimators based on imputed values (i.e., method="impute.w.qq.reg"
or method="half.cen.level”). For these cases, the standard deviation of the estimated mean is
assumed to be approximated by

Gy = —

vm

where, as already noted, m denotes the assumed sample size. This is simply an ad-hoc method of
constructing confidence intervals and is not based on any published theoretical results.

(36)

Cox’s Method (ci.method="cox")
This method may be applied with the maximum likelihood estimators (method="mle"), the quasi
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minimum variance unbiased estimators (method="gmvue"), and the bias-corrected maximum like-
lihood estimators (method="bcmle").

This method was proposed by El-Shaarawi (1989) and is an extension of the method derived by Cox
and presented in Land (1972) for the case of complete data (see the explanation of ci.method="cox"
in the help file for elnormAlt). The idea is to construct an approximate (1 — «)100% confidence

interval for the quantity
2

B=caplu+ ) (37)

assuming the estimate of 3
~2

B=cap(p+7)  (38)

is approximately normally distributed, and then exponentiate the confidence limits. That is, a two-
sided (1 — «)100% confidence interval for 6 is constructed as:

lexp(B —h), exp(B+h)]  (39)
where
h= tl—a/Q,m—l&B (40)

and 63 denotes the estimated asymptotic standard deviation of the estimator of 3, m denotes the
assumed sample size for the confidence interval, and ¢, ,, denotes the p’th quantile of Student’s
t-distribuiton with v degrees of freedom.

El-Shaarawi (1989) shows that the standard deviation of the mle of 5 can be estimated by:

65 = \/ffn +26Via +62Va  (41)

where V' denotes the variance-covariance matrix of the mle’s of i and o and is estimated based on
the inverse of the Fisher Information matrix.

One-sided confidence intervals are computed in a similar fashion.

Bootstrap and Bias-Corrected Bootstrap Approximation (ci.method="bootstrap")

The bootstrap is a nonparametric method of estimating the distribution (and associated distribution
parameters and quantiles) of a sample statistic, regardless of the distribution of the population from
which the sample was drawn. The bootstrap was introduced by Efron (1979) and a general reference
is Efron and Tibshirani (1993).

In the context of deriving an approximate (1 — «)100% confidence interval for the population mean
6, the bootstrap can be broken down into the following steps:

1. Create a bootstrap sample by taking a random sample of size N from the observations in z,
where sampling is done with replacement. Note that because sampling is done with replace-
ment, the same element of x can appear more than once in the bootstrap sample. Thus, the
bootstrap sample will usually not look exactly like the original sample (e.g., the number of
censored observations in the bootstrap sample will often differ from the number of censored
observations in the original sample).

2. Estimate 6 based on the bootstrap sample created in Step 1, using the same method that was
used to estimate 6 using the original observations in z. Because the bootstrap sample usually
does not match the original sample, the estimate of # based on the bootstrap sample will
usually differ from the original estimate based on z.

3. Repeat Steps 1 and 2 B times, where B is some large number. The number of bootstraps B
is determined by the argument n.bootstraps (see the section ARGUMENTS above). The
default value of n.bootstraps is 1000.
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4. Use the B estimated values of 6 to compute the empirical cumulative distribution function of
this estimator of 0 (see ecdfPlot), and then create a confidence interval for 6 based on this
estimated cdf.

The two-sided percentile interval (Efron and Tibshirani, 1993, p.170) is computed as:

_ A @
GG, G -5 (42)
where G(t) denotes the empirical cdf evaluated at ¢ and thus G~ (p) denotes the p’th empirical
quantile, that is, the p’th quantile associated with the empirical cdf. Similarly, a one-sided lower
confidence interval is computed as:

(G (a), o0]  (43)
and a one-sided upper confidence interval is computed as:
0, G 1-a)]  (44)

The function elnormAltCensored calls the R function quantile to compute the empirical quan-
tiles used in Equations (42)-(44).

The percentile method bootstrap confidence interval is only first-order accurate (Efron and Tibshi-
rani, 1993, pp.187-188), meaning that the probability that the confidence interval will contain the
true value of @ can be off by k/v/N, where kis some constant. Efron and Tibshirani (1993, pp.184-
188) proposed a bias-corrected and accelerated interval that is second-order accurate, meaning that
the probability that the confidence interval will contain the true value of § may be off by k/N
instead of k/ \/N . The two-sided bias-corrected and accelerated confidence interval is computed

as:
(G ar), G ag)]  (45)
where -
o ~ 20 a2
oy =P[5+ T ao 120 a0 + 202) (46)
ay = Blzp + — 2T A2 g gy

1 —a(z0 + 21-a/2)
f=97'[G0)]  (48)

a= z:i]il(é(-) _ é(i))?’ 19
6[25\[:1(@(4) - é(i))2]3/2 (49)

where the quantity é(i) denotes the estimate of # using all the values in x except the i’th one, and

N
00 =5 2 (50)
=1

A one-sided lower confidence interval is given by:

(G (ar), o] (51)
and a one-sided upper confidence interval is given by:

0, G Ha2)]  (52)

where o and «p are computed as for a two-sided confidence interval, except /2 is replaced with
« in Equations (51) and (52).
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The constant 2y incorporates the bias correction, and the constant a is the acceleration constant. The
term “acceleration” refers to the rate of change of the standard error of the estimate of 6 with respect
to the true value of 6 (Efron and Tibshirani, 1993, p.186). For a normal (Gaussian) distribution, the
standard error of the estimate of § does not depend on the value of 8, hence the acceleration constant
is not really necessary.

When ci.method="bootstrap”, the function elnormAltCensored computes both the percentile
method and bias-corrected and accelerated method bootstrap confidence intervals.

This method of constructing confidence intervals for censored data was studied by Shumway et al.
(1989).

Value

a list of class "estimateCensored” containing the estimated parameters and other information.
See estimateCensored.object for details.

Note

A sample of data contains censored observations if some of the observations are reported only as
being below or above some censoring level. In environmental data analysis, Type I left-censored
data sets are common, with values being reported as “less than the detection limit” (e.g., Helsel,
2012). Data sets with only one censoring level are called singly censored; data sets with multiple
censoring levels are called multiply or progressively censored.

Statistical methods for dealing with censored data sets have a long history in the field of survival
analysis and life testing. More recently, researchers in the environmental field have proposed al-
ternative methods of computing estimates and confidence intervals in addition to the classical ones
such as maximum likelihood estimation.

Helsel (2012, Chapter 6) gives an excellent review of past studies of the properties of various esti-
mators based on censored environmental data.

In practice, it is better to use a confidence interval for the mean or a joint confidence region for
the mean and standard deviation, rather than rely on a single point-estimate of the mean. Since
confidence intervals and regions depend on the properties of the estimators for both the mean and
standard deviation, the results of studies that simply evaluated the performance of the mean and
standard deviation separately cannot be readily extrapolated to predict the performance of various
methods of constructing confidence intervals and regions. Furthermore, for several of the methods
that have been proposed to estimate the mean based on type I left-censored data, standard errors of
the estimates are not available, hence it is not possible to construct confidence intervals (El-Shaarawi
and Dolan, 1989).

Few studies have been done to evaluate the performance of methods for constructing confidence in-
tervals for the mean or joint confidence regions for the mean and standard deviation on the original
scale, not the log-scale, when data are subjected to single or multiple censoring. See, for example,
Singh et al. (2006).

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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Examples
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EPA.29.Ex.15.1.manganese.df.

+ %

ON THE ORIGINAL SCALE using the MLE, QMVUE,

# and imputation with Q-Q regression (also called robust ROS).

# First look at the data:

EPA.09.Ex.15.1.manganese.df

Chapter 15 of USEPA (2009) gives several examples of estimating the mean
and standard deviation of a lognormal distribution on the log-scale using
manganese concentrations (ppb) in groundwater at five background wells.
In EnvStats these data are stored in the data frame

Here we will estimate the mean and coefficient of variation

# Sample Well Manganese.Orig.ppb Manganese.ppb Censored

#1 1 Well.1 <5 5.0
#2 2 Well.1 12.1 12.1
#3 3 Well.1 16.9 16.9
...

#23 3 Well.5 3.3 3.3
#24 4 Well.5 8.4 8.4
#25 5 Well.5 <2 2.0

longToWide (EPA.@9.Ex.15.1.manganese.df,
"Manganese.Orig.ppb”, "Sample"”, "Well",
paste.row.name = TRUE)

# Well.1 Well.2 Well.3 Well.4 Well.5
#Sample.1 <5 <5 <5 6.3 17.9
#Sample.?2 12.1 7.7 5.3 11.9 22.7
#Sample.3 16.9 53.6 12.6 10 3.3
#Sample.4  21.6 9.5 106.3 <2 8.4
#Sample.5 <2 45.9 34.5 77.2 <2

# Now estimate the mean and coefficient of variation
# using the MLE:

with(EPA.09.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored))

#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

# ____________________________________________

#

#Assumed Distribution: Lognormal

#

#Censoring Side: left

#

#Censoring Level(s): 25

#

#Estimated Parameter(s): mean = 23.003987
# cv = 2.300772

TRUE
FALSE
FALSE

FALSE
FALSE
TRUE
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#

#Estimation Method: MLE

#

#Data: Manganese. ppb
#

#Censoring Variable: Censored

#

#Sample Size: 25

#

#Percent Censored: 24%

# Now compare the MLE with the QMVUE and the
# estimator based on imputation with Q-Q regression

with(EPA.@9.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored))$parameters

# mean cv

#23.003987 2.300772

with(EPA.99.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored,
method = "gmvue"))$parameters

# mean cv

#21.566945 1.841366

with(EPA.99.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored,
method = "impute.w.qq.reg"))$parameters

# mean cv

#19.886180 1.298868

The method used to estimate quantiles for a Q-Q plot is
determined by the argument prob.method. For the function
elnormCensoredAlt, for any estimation method that involves
Q-Q regression, the default value of prob.method is
"hirsch-stedinger” and the default value for the

plotting position constant is plot.pos.con=0.375.

H o H H F

E=3

Both Helsel (2012) and USEPA (2009) also use the Hirsch-Stedinger
probability method but set the plotting position constant to 0.

++

with(EPA.99.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored,
method = "impute.w.qq.reg"”, plot.pos.con = 0))$parameters
# mean cv
#19.827673 1.304725

# Using the same data as above, compute a confidence interval
# for the mean using the profile-likelihood method.

with(EPA.09.Ex.15.1.manganese.df,
elnormAltCensored(Manganese.ppb, Censored, ci = TRUE))
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#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

# ____________________________________________
#
#Assumed Distribution: Lognormal
#
#Censoring Side: left
#
#Censoring Level(s): 25
#
#Estimated Parameter(s): mean = 23.003987
# cv = 2.300772
#
#Estimation Method: MLE
#
#Data: Manganese. ppb
#
#Censoring Variable: Censored
#
#Sample Size: 25
#
#Percent Censored: 24%
#
#Confidence Interval for: mean
#
#Confidence Interval Method: Profile Likelihood
#
#Confidence Interval Type: two-sided
#
#Confidence Level: 95%
#
#Confidence Interval: LCL = 12.37629
# UCL = 69.87694
elnormCensored Estimate Parameters for a Lognormal Distribution (Log-Scale) Based
on Type I Censored Data
Description

Estimate the mean and standard deviation parameters of the logarithm of a lognormal distribution
given a sample of data that has been subjected to Type I censoring, and optionally construct a
confidence interval for the mean.

Usage

elnormCensored(x, censored, method = "mle”, censoring.side = "left",
ci = FALSE, ci.method = "profile.likelihood”, ci.type = "two-sided”,

conf.level = 0.95, n.bootstraps = 1000, pivot.statistic = "z
nmc = 1000, seed = NULL, ...)
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Arguments

X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.

censored numeric or logical vector indicating which values of x are censored. This must
be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

method character string specifying the method of estimation.
For singly censored data, the possible values are: "mle” (maximum likelihood;
the default), "bcmle” (bias-corrected maximum likelihood), "qq. reg” (quantile-
quantile regression), "qq.reg.w.cen.level” (quantile-quantile regression in-
cluding the censoring level), "impute.w.qq.reg"” (moment estimation based
on imputation using the qq.reg method), "impute.w.qq.reg.w.cen.level”
(moment estimation based on imputation using the qg.reg.w.cen.level method),
"impute.w.mle" (moment estimation based on imputation using the mle), "iterative.impute.w.q
(moment estimation based on iterative imputation using the qq.reg method),
"m.est"” (robust M-estimation), and "half.cen.level” (moment estimation
based on setting the censored observations to half the censoring level).
For multiply censored data, the possible values are: "mle” (maximum likeli-
hood; the default), "qq.reg"” (quantile-quantile regression), "impute.w.qq.reg"
(moment estimation based on imputation using the qq. reg method), and "half.cen.level”
(moment estimation based on setting the censored observations to half the cen-
soring level).
See the DETAILS section for more information.

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left” (the default) and "right".

ci logical scalar indicating whether to compute a confidence interval for the mean
or variance. The default value is ci=FALSE.

ci.method character string indicating what method to use to construct the confidence inter-
val for the mean. The possible values are "profile.likelihood” (profile like-
lihood; the default), "normal. approx” (normal approximation), "normal.approx.w.cov"”
(normal approximation taking into account the covariance between the esti-
mated mean and standard deviation; only available for singly censored data),
"gpq” (generalized pivotal quantity), and "bootstrap” (based on bootstrap-
ping). See the DETAILS section for more information. This argument is ignored
if ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

n.bootstraps numeric scalar indicating how many bootstraps to use to construct the confi-
dence interval for the mean when ci.type="bootstrap”. This argument is
ignored if ci=FALSE and/or ci.method does not equal "bootstrap”.
pivot.statistic
character string indicating which pivot statistic to use in the construction of
the confidence interval for the mean when ci.method="normal.approx” or
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ci.method="normal.approx.w.cov"” (see the DETAILS section). The possi-
ble values are pivot.statistic="z" (the default) and pivot.statistic="t".
When pivot.statistic="t" you may supply the argument ci.sample size
(see below). The argument pivot.statistic isignored if ci=FALSE.

nmc numeric scalar indicating the number of Monte Carlo simulations to run when
ci.method="gpq". The defaultis nmc=1000. This argument is ignored if ci=FALSE.

seed integer supplied to the function set . seed and used when ci.method="bootstrap”
or ci.method="gpq". The default value is seed=NULL, in which case the current
value of .Random. seed is used. This argument is ignored when ci=FALSE.

additional arguments to pass to other functions.

* prob.method. Character string indicating what method to use to com-
pute the plotting positions (empirical probabilities) when method is one of
"gg.reg”, "qq.reg.w.cen.level”, "impute.w.qq.reg"”, "impute.w.qq.reg.w.cen.level”
"impute.w.mle"”, or "iterative.impute.w.qqg.reg". Possible values
are "kaplan-meier” (product-limit method of Kaplan and Meier (1958)),
"nelson” (hazard plotting method of Nelson (1972)), "michael-schucany”
(generalization of the product-limit method due to Michael and Schucany
(1986)), and "hirsch-stedinger” (generalization of the product-limit method
due to Hirsch and Stedinger (1987)). The default value is prob.method="michael-schucany”.
The "nelson” method is only available for censoring.side="right".
See the DETAILS section and the help file for ppointsCensored for more
information.

* plot.pos.con. Numeric scalar between 0 and 1 containing the value of
the plotting position constant to use when method is one of "qq.reg”,
"qg.reg.w.cen.level”, "impute.w.qqg.reg"”, "impute.w.qq.reg.w.cen.level”,
"impute.w.mle"”, or "iterative.impute.w.qq.reg". The default value
is plot.pos.con=0.375. See the DETAILS section and the help file for
ppointsCensored for more information.

e ci.sample.size. Numeric scalar indicating what sample size to assume
to construct the confidence interval for the mean if pivot.statistic="t"
and ci.method="normal.approx” orci.method="normal.approx.w.cov".
When method equals "mle” or "bcmle”, the default value is the expected
number of uncensored observations, otherwise it is the observed number of
uncensored observations.

e 1b.impute. Numeric scalar indicating the lower bound for imputed obser-
vations when method is one of "impute.w.qq.reg"”, "impute.w.qq.reg.w.cen.level”,
"impute.w.mle”, or "iterative.impute.w.qqg.reg”. Imputed values

smaller than this value will be set to this value. The defaultis 1b. impute=-Inf.
e ub.impute. Numeric scalar indicating the upper bound for imputed obser-

vations when method is one of "impute.w.qq.reg", "impute.w.qqg.reg.w.cen.level”,
"impute.w.mle"”, or "iterative.impute.w.qq.reg”. Imputed values

larger than this value will be set to this value. The defaultis ub. impute=Inf.
» convergence. Character string indicating the kind of convergence criterion
when method="iterative.impute.w.qq.reg"”. The possible values are
"relative” (the default) and "absolute"”. See the DETAILS section for
more information.
* tol. Numeric scalar indicating the convergence tolerance when method="iterative.impute.w
The default value is tol=1e-6. If convergence="relative"”, then the rela-
tive difference in the old and new estimates of the mean and the relative dif-
ference in the old and new estimates of the standard deviation must be less

—_n

than tol for convergence to be achieved. If convergence="absolute”,
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then the absolute difference in the old and new estimates of the mean and
the absolute difference in the old and new estimates of the standard devia-
tion must be less than tol for convergence to be achieved.

* max.iter. Numeric scalar indicating the maximum number of iterations
when method="iterative.impute.w.qq.reg".

* t.df. Numeric scalar greater than or equal to 1 that determines the robust-
ness and efficiency properties of the estimator when method="m.est". The
default value is t.df=3.

Details

If x or censored contain any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will
be removed prior to performing the estimation.

Let X denote a random variable with a lognormal distribution with parameters meanlog=y and
sdlog=0. Then Y = log(X) has a normal (Gaussian) distribution with parameters mean=g and
sd=o. Thus, the function elnormCensored simply calls the function enormCensored using the
log-transformed values of x.

Value

a list of class "estimateCensored” containing the estimated parameters and other information.
See estimateCensored.object for details.

Note

A sample of data contains censored observations if some of the observations are reported only as
being below or above some censoring level. In environmental data analysis, Type I left-censored
data sets are common, with values being reported as “less than the detection limit” (e.g., Helsel,
2012). Data sets with only one censoring level are called singly censored; data sets with multiple
censoring levels are called multiply or progressively censored.

Statistical methods for dealing with censored data sets have a long history in the field of survival
analysis and life testing. More recently, researchers in the environmental field have proposed al-
ternative methods of computing estimates and confidence intervals in addition to the classical ones
such as maximum likelihood estimation.

Helsel (2012, Chapter 6) gives an excellent review of past studies of the properties of various esti-
mators based on censored environmental data.

In practice, it is better to use a confidence interval for the mean or a joint confidence region for
the mean and standard deviation, rather than rely on a single point-estimate of the mean. Since
confidence intervals and regions depend on the properties of the estimators for both the mean and
standard deviation, the results of studies that simply evaluated the performance of the mean and
standard deviation separately cannot be readily extrapolated to predict the performance of various
methods of constructing confidence intervals and regions. Furthermore, for several of the methods
that have been proposed to estimate the mean based on type I left-censored data, standard errors of
the estimates are not available, hence it is not possible to construct confidence intervals (El-Shaarawi
and Dolan, 1989).

Few studies have been done to evaluate the performance of methods for constructing confidence
intervals for the mean or joint confidence regions for the mean and standard deviation when data
are subjected to single or multiple censoring. See, for example, Singh et al. (2006).

Schmee et al. (1985) studied Type II censoring for a normal distribution and noted that the bias and
variances of the maximum likelihood estimators are of the order 1/N, and that the bias is negligible
for N = 100 and as much as 90% censoring. (If the proportion of censored observations is less
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than 90%, the bias becomes negligible for smaller sample sizes.) For small samples with moderate
to high censoring, however, the bias of the mle’s causes confidence intervals based on them using
a normal approximation (e.g., method="mle" and ci.method="normal.approx”) to be too short.
Schmee et al. (1985) provide tables for exact confidence intervals for sample sizes up to N = 100
that were created based on Monte Carlo simulation. Schmee et al. (1985) state that these tables
should work well for Type I censored data as well.

Shumway et al. (1989) evaluated the coverage of 90% confidence intervals for the mean based
on using a Box-Cox transformation to induce normality, computing the mle’s based on the normal
distribution, then computing the mean in the original scale. They considered three methods of
constructing confidence intervals: the delta method, the bootstrap, and the bias-corrected bootstrap.
Shumway et al. (1989) used three parent distributions in their study: Normal(3,1), the square of
this distribuiton, and the exponentiation of this distribution (i.e., a lognormal distribution). Based
on sample sizes of 10 and 50 with a censoring level at the 10’th or 20°th percentile, Shumway et al.
(1989) found that the delta method performed quite well and was superior to the bootstrap method.

Millard et al. (2014; in preparation) show that the coverage of profile likelihood method is excellent.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

enormCensored, Lognormal, elnorm, estimateCensored.object.

Examples

# Chapter 15 of USEPA (2009) gives several examples of estimating the mean
and standard deviation of a lognormal distribution on the log-scale using
manganese concentrations (ppb) in groundwater at five background wells.
In EnvStats these data are stored in the data frame
EPA.©9.Ex.15.1.manganese.df.

H o o B

Here we will estimate the mean and standard deviation using the MLE,
Q-Q regression (also called parametric regression on order statistics
or ROS; e.g., USEPA, 2009 and Helsel, 2012), and imputation with Q-Q
regression (also called robust ROS).

ETSE Ty

# First look at the data:

EPA.09.Ex.15.1.manganese.df

# Sample Well Manganese.Orig.ppb Manganese.ppb Censored

#1 1 Well.1 <5 5.0 TRUE
#2 2 Well.1 12.1 12.1 FALSE
#3 3 Well.1 16.9 16.9 FALSE
#...

#23 3 Well.5 3.3 3.3 FALSE
#24 4 Well.5 8.4 8.4 FALSE
#25 5 Well.5 <2 2.0 TRUE

longToWide(EPA.@9.Ex.15.1.manganese.df,
"Manganese.Orig.ppb”, "Sample"”, "Well",
paste.row.name = TRUE)
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# Well.1 Well.2 Well.3 Well.4 Well.5
#Sample.1 <5 <5 <5 6.3 17.9
#Sample. 2 12.1 7.7 5.3 11.9 22.7
#Sample.3 16.9 53.6 12.6 10 3.3
#Sample. 4 21.6 9.5 106.3 <2 8.4
#Sample.5 <2 45.9 34.5 77.2 <2

# Now estimate the mean and standard deviation on the log-scale

# using the MLE:

with(EPA.@9.Ex.15.1.manganese.df,

elnormCensored(Manganese.ppb, Censored))

#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

#Assumed Distribution:
#

#Censoring Side:

#

#Censoring Level(s):

#

#Estimated Parameter(s):

#

#

#Estimation Method:
#

#Data:

#

#Censoring Variable:
#

#Sample Size:

#

#Percent Censored:

Lognormal
left
25

meanlog =
sdlog =

MLE
Manganese.
Censored
25

24%

2.215905
1.356291

ppb

# Now compare the MLE with the estimators based on
# Q-Q regression and imputation with Q-Q regression

with(EPA.09.Ex.15.1.manganese.df,
elnormCensored(Manganese.ppb, Censored))$parameters

# meanlog sdlog
#2.215905 1.356291

with(EPA.09.Ex.15.1.manganese.df,

elnormCensored(Manganese.ppb, Censored,

method = "qq.reg"))$parameters

# meanlog sdlog
#2.293742 1.283635

with(EPA.09.Ex.15.1.manganese.df,

elnormCensored(Manganese.ppb, Censored,
method = "impute.w.qq.reg"))$parameters

elnormCensored
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# meanlog sdlog
#2.298656 1.238104

The method used to estimate quantiles for a Q-Q plot is
determined by the argument prob.method. For the functions
enormCensored and elnormCensored, for any estimation

method that involves Q-Q regression, the default value of
prob.method is "hirsch-stedinger” and the default value for the
plotting position constant is plot.pos.con=0.375.

EE T

++

Both Helsel (2012) and USEPA (2009) also use the Hirsch-Stedinger
# probability method but set the plotting position constant to 0.

with(EPA.@9.Ex.15.1.manganese.df,
elnormCensored(Manganese.ppb, Censored,
method = "impute.w.qq.reg”, plot.pos.con = @))$parameters
# meanlog sdlog
#2.277175 1.261431

# Using the same data as above, compute a confidence interval
# for the mean on the log-scale using the profile-likelihood
# method.

with(EPA.09.Ex.15.1.manganese.df,
elnormCensored(Manganese.ppb, Censored, ci = TRUE))

#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

# ____________________________________________

#

#Assumed Distribution: Lognormal

#

#Censoring Side: left

#

#Censoring Level(s): 25

#

#Estimated Parameter(s): meanlog = 2.215905
# sdlog = 1.356291
#

#Estimation Method: MLE

#

#Data: Manganese. ppb

#

#Censoring Variable: Censored

#

#Sample Size: 25

#

#Percent Censored: 24%

#

#Confidence Interval for: meanlog

#

#Confidence Interval Method: Profile Likelihood

#
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#Confidence Interval Type: two-sided
#
#Confidence Level: 95%
#
#Confidence Interval: LCL = 1.595062
# UCL = 2.771197

elogis Estimate Parameters of a Logistic Distribution
Description

Estimate the location and scale parameters of a logistic distribution, and optionally construct a
confidence interval for the location parameter.

Usage
elogis(x, method = "mle”, ci = FALSE, ci.type = "two-sided”,
ci.method = "normal.approx”, conf.level = 0.95)
Arguments
X numeric vector of observations.
method character string specifying the method of estimation. Possible values are "mle"
(maximum likelihood; the default), "mme"” (methods of moments), and "mmue”
(method of moments based on the unbiased estimator of variance). See the
DETAILS section for more information on these estimation methods.
ci logical scalar indicating whether to compute a confidence interval for the loca-
tion or scale parameter. The default value is FALSE.
ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.
ci.method character string indicating what method to use to construct the confidence in-
terval for the location or scale parameter. Currently, the only possible value is
"normal.approx” (the default). See the DETAILS section for more informa-
tion. This argument is ignored if ci=FALSE.
conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.
Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Letz = (21,2, ..

., Tn,) be a vector of n observations from an logistic distribution with parameters

location=n and scale=6.

Estimation
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Maximum Likelihood Estimation (method="mle")
The maximum likelihood estimators (mle’s) of 1 and 6 are the solutions of the simultaneous equa-

tions (Forbes et al., 2011):
- 1 n
> —=5 (1)
= 1+ e 2

n

1—e*
Gl =n (2)
, 1+ e
=1
where .
[ tme
Zi:x Aeal (3)

amle

Method of Moments Estimation (method="mme"
The method of moments estimators (mme’s) of 77 and 6 are given by:

ﬁmme =2 (4)
N
omme = 75771, (5)

where

that is, s, denotes the square root of the method of moments estimator of variance.

Method of Moments Estimators Based on the Unbiased Estimator of Variance (method="mmue")
These estimators are exactly the same as the method of moments estimators given in equations (4-7)
above, except that the method of moments estimator of variance in equation (7) is replaced with the
unbiased estimator of variance:

T > _(wi—2) (8)

82:

Confidence Intervals

When ci=TRUE, an approximate (1 — «)100% confidence intervals for 7 can be constructed as-
suming the distribution of the estimator of 7 is approximately normally distributed. A two-sided
confidence interval is constructed as:

h—tn—1,1—a/2)6;, n+t(n—1,1—a/2)5;]

where ¢(v, p) is the p’th quantile of Student’s t-distribution with v degrees of freedom, and the
quantity
o

Op =
K V3n

denotes the estimated asymptotic standard deviation of the estimator of 7.

9)

One-sided confidence intervals for 77 and 6 are computed in a similar fashion.
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Value

alistof class "estimate"” containing the estimated parameters and other information. See estimate.object
for details.

Note

The logistic distribution is defined on the real line and is unimodal and symmetric about its location
parameter (the mean). It has longer tails than a normal (Gaussian) distribution. It is used to model
growth curves and bioassay data.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
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2. Second Edition. John Wiley and Sons, New York.

See Also

Logistic.

Examples

# Generate 20 observations from a logistic distribution with

# parameters location=0 and scale=1, then estimate the parameters

# and construct a 90% confidence interval for the location parameter.

# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
dat <- rlogis(20)
elogis(dat, ci = TRUE, conf.level = 0.9)

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Logistic

#

#Estimated Parameter(s): location = -0.2181845
# scale = 0.8152793
#

#Estimation Method: mle

#

#Data: dat

#

#Sample Size: 20

#

#Confidence Interval for: location

#

#Confidence Interval Method: Normal Approximation
# (t Distribution)

#
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#Confidence Interval Type: two-sided
#
#Confidence Level: 90%
#
#Confidence Interval: LCL = -0.7899382
# UCL = 0.3535693
# __________
# Clean up
# _________
rm(dat)
Empirical The Empirical Distribution Based on a Set of Observations

Description

Density, distribution function, quantile function, and random generation for the empirical distribu-
tion based on a set of observations

Usage

demp(x, obs, discrete = FALSE, density.arg.list = NULL)
pemp(q, obs, discrete = FALSE,
prob.method = ifelse(discrete, "emp.probs”, "plot.pos"),
plot.pos.con = 0.375)
gemp(p, obs, discrete = FALSE,
prob.method = ifelse(discrete, "emp.probs”, "plot.pos”),
plot.pos.con = 0.375)

remp(n, obs)

Arguments

X
q
p
n

obs

discrete

vector of quantiles.
vector of quantiles.
vector of probabilities between 0 and 1.

sample size. If length(n) is larger than 1, then length(n) random values are
returned.

numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.

logical scalar indicating whether the assumed parent distribution of x is discrete
(discrete=TRUE) or continuous (discrete=FALSE). The default value is FALSE.

density.arg.list

prob.method

list with arguments to the R density function. The default value is NULL. (See
the help file for density for more information on the arguments to density.) The
argument density.arg.list isignored if discrete=TRUE.

character string indicating what method to use to compute the empirical prob-
abilities. Possible values are "emp.probs” (empirical probabilities, default if
discrete=TRUE) and "plot.pos” (plotting positions, defaultif discrete=FALSE).
See the DETAILS section for more explanation.
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plot.pos.con  numeric scalar between 0 and 1 containing the value of the plotting position
constant. The default value is plot.pos.con=0.375. See the DETAILS section
for more information. This argument is ignored if prob.method="emp.probs".

Details

Let 1,29, ..., x, denote a random sample of n observations from some unknown probability dis-
tribution (i.e., the elements of the argument obs), and let z(;) denote the i*" order statistic, that is,
the i'" largest observation, fori = 1,2,..., n.

Estimating Density
The function demp computes the empirical probability density function. If the observations are
assumed to come from a discrete distribution, the probability density (mass) function is estimated

by:
f Py " T (s
f(x):Pr(X:x):M
n
where [ is the indicator function:

Igy)= 1 ify=uza,
0 ify#x

That is, the estimated probability of observing the value x is simply the observed proportion of
observations equal to x.

If the observations are assumed to come from a continuous distribution, the function demp calls the
R function density to compute the estimated density based on the values specified in the argument
obs, and then uses linear interpolation to estimate the density at the values specified in the argument
x. See the R help file for density for more information on how the empirical density is computed
in the continuous case.

Estimating Probabilities

The function pemp computes the estimated cumulative distribution function (cdf), also called the
empirical cdf (ecdf). If the observations are assumed to come from a discrete distribution, the value
of the cdf evaluated at the i** order statistic is usually estimated by:

i1 L(—coei)(25)

F[x(i)] = PT‘(X < .%‘(i)) =p; = -

where:

0 ify>a

(D’Agostino, 1986a). That is, the estimated value of the cdf at the ' order statistic is simply the
observed proportion of observations less than or equal to the i*" order statistic. This estimator is
sometimes called the “empirical probabilities” estimator and is intuitively appealing. The function
pemp uses the above equations to compute the empirical cdf when prob.method="emp.probs".

For any general value of z, when the observations are assumed to come from a discrete distribution,
the value of the cdf is estimated by:

F(I) = 0 ifzr < (1),
pi ifxg <z <341,
1 ifx> T(n)
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The function pemp uses the above equation when discrete=TRUE.
If the observations are assumed to come from a continuous distribution, the value of the cdf evalu-
ated at the i*" order statistic is usually estimated by:

A R i—a
Fleol == 05

where a denotes the plotting position constant and 0 < a < 1 (Cleveland, 1993, p.18; D’ Agostino,
19864, pp.8,25). The estimators defined by the above equation are called plotting positions and are
used to construct probability plots. The function pemp uses the above equation when prob.method="plot.pos".

For any general value of z, the value of the cdf is estimated by linear interpolation:

F(l’) = D if x < (1)
(1 =7)p; +rpiyr if ) ST < Tig1)s
Pn ifr >z
where
Tr— T
. (0

T(i+1) = 2(2)
(Chambers et al., 1983). The function pemp uses the above two equations when discrete=FALSE.

Estimating Quantiles
The function gemp computes the estimated quantiles based on the observed data. If the observations
are assumed to come from a discrete distribution, the p*" quantile is usually estimated by:

Bpy= aqy ifp<pr,

ziy ifpi1 <p<pi,
T, ifp>py

The function gemp uses the above equation when discrete=TRUE.

If the observations are assumed to come from a continuous distribution, the p** quantile is usually
estimated by linear interpolation:

Tp = ma) ifp < p1,
(I —=r)xgoyy +ree  ifpio1 <p<pi
Tn lfp > ﬁn
where
D —Di—1
r=———
Di — Pi-1

The function gemp uses the above two equations when discrete=FALSE.

Generating Random Numbers From the Empirical Distribution
The function remp simply calls the R function sample to sample the elements of obs with replace-
ment.

Value

density (demp), probability (pemp), quantile (qemp), or random sample (remp) for the empirical
distribution based on the data contained in the vector obs.
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Note

The function demp let’s you perform nonparametric density estimation. The function pemp computes
the value of the empirical cumulative distribution function (ecdf) for user-specified quantiles. The
ecdf is a nonparametric estimate of the true cdf (see ecdfPlot). The function gemp computes non-
parametric estimates of quantiles (see the help files for eqnpar and quantile). The function remp
let’s you sample a set of observations with replacement, which is often done while bootstrapping or
performing some other kind of Monte Carlo simulation.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

density, approx, epdfPlot, ecdfPlot, cdfCompare, qgplot, egnpar, quantile, sample, simulateVector,
simulateMvMatrix.

Examples

# Create a set of 100 observations from a gamma distribution with
# parameters shape=4 and scale=5.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(3)
obs <- rgamma(100, shape=4, scale=5)

# Now plot the empirical distribution (with a histogram) and the true distribution:
dev.new()
hist(obs, col = "cyan”", xlim = c(@, 65), freq = FALSE,
ylab = "Relative Frequency")
pdfPlot('gamma', list(shape = 4, scale = 5), add = TRUE)

box ()

# Now plot the empirical distribution (based on demp) with the
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# true distribution:

x <- gemp(p = seq(@, 1, len = 100), obs = obs)
y <- demp(x, obs)

dev.new()
plot(x, y, xlim = c(@, 65), type = "n",
xlab = "Value of Random Variable”,

ylab = "Relative Frequency”)
lines(x, y, lwd = 2, col = "cyan")

pdfPlot('gamma', list(shape = 4, scale = 5), add = TRUE)

# Alternatively, you can create the above plot with the function
# epdfPlot:

dev.new()

epdfPlot(obs, xlim = c(@, 65), epdf.col = "cyan",
xlab = "Value of Random Variable”,
main = "Empirical and Theoretical PDFs")

pdfPlot('gamma', list(shape = 4, scale = 5), add = TRUE)

253

# Clean Up
# _________
rm(obs, x, y)
enbinom Estimate Probability Parameter of a Negative Binomial Distribution
Description

Estimate the probability parameter of a negative binomial distribution.

Usage

enbinom(x, size, method = "mle/mme")

Arguments

X

vector of non-negative integers indicating the number of trials that took place
before size “successes” occurred. (The total number of trials that took place is
x+1). Missing (NA), undefined (NaN), and infinite (Inf, -Inf) values are allowed
but will be removed. If length(x)=n and n is greater than 1, it is assumed that
x represents observations from n separate negative binomial experiments that
all had the same probability of success (prob), but possibly different values of

size.
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size vector of positive integers indicating the number of “successes” that must be ob-
served before the trials are stopped. Missing (NA), undefined (NaN), and infinite
(Inf, -Inf) values are allowed but will be removed. The length of size must
be 1 or else the same length as x.

n

method character string specifying the method of estimation. Possible values are "mle/mme
(maximum likelihood and method of moments; the default) and "mvue” (min-
imum variance unbiased). You cannot use method="mvue" if the sum of the
elements in size is 1. See the DETAILS section for more information on these
estimation methods.

Details

If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Let z = (x1,3,...,%,) be a vector of n independent observations from negative binomial distri-
butions with parameters prob=p and size=k, where where k = c(k1, ka, ..., k,) is a vector of n
(possibly different) values.

It can be shown (e.g., Forbes et al., 2011) that if X is defined as:

X = ixi
=1

then X is an observation from a negative binomial distribution with parameters prob=p and size=IK,
where

Estimation
The maximum likelihood and method of moments estimator (mle/mme) of p is given by:

R K
Pmle = X T K
and the minimum variance unbiased estimator (mvue) of p is given by:
R K-1
Pmoue = m
(Forbes et al., 2011). Note that the mvue of p is not defined for K = 1.

Value

alistof class "estimate” containing the estimated parameters and other information. See estimate.object
for details.

Note

The negative binomial distribution has its roots in a gambling game where participants would bet on
the number of tosses of a coin necessary to achieve a fixed number of heads. The negative binomial
distribution has been applied in a wide variety of fields, including accident statistics, birth-and-death
processes, and modeling spatial distributions of biological organisms.

The geometric distribution with parameter prob=p is a special case of the negative binomial distri-
bution with parameters size=1 and prob=p.
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Author(s)
Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References

Forbes, C., M. Evans, N. Hastings, and B. Peacock. (2011). Statistical Distributions. Fourth
Edition. John Wiley and Sons, Hoboken, NJ.

Johnson, N. L., S. Kotz, and A. Kemp. (1992). Univariate Discrete Distributions. Second Edition.
John Wiley and Sons, New York, Chapter 5.

See Also

NegBinomial, egeom, Geometric.

Examples

# Generate an observation from a negative binomial distribution with
parameters size=2 and prob=0.2, then estimate the parameter prob.

Note: the call to set.seed simply allows you to reproduce this example.
Also, the only parameter that is estimated is prob; the parameter

size is supplied in the call to enbinom. The parameter size is printed in
order to show all of the parameters associated with the distribution.

H o B H H

set.seed(250)

dat <- rnbinom(1, size = 2, prob = 0.2)
dat

#[11 5

enbinom(dat, size = 2)
#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Negative Binomial
#

#Estimated Parameter(s): size = 2.0000000
# prob = 0.2857143
#

#Estimation Method: mle/mme for 'prob'
#

#Data: dat, 2

#

#Sample Size: 1

# __________

# Generate 3 observations from negative binomial distributions with

# parameters size=c(2,3,4) and prob=0.2, then estimate the parameter

# prob using the mvue.

# (Note: the call to set.seed simply allows you to reproduce this example.)

size.vec <- 2:4

set.seed(250)

dat <- rnbinom(3, size = size.vec, prob = 0.2)
dat

#[1] 519 12
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enbinom(dat, size = size.vec, method = "mvue"”)
#Results of Distribution Parameter Estimation

#Assumed Distribution:
#

#Estimated Parameter(s):
#

#

#Estimation Method:

#

#Data:

#

#Sample Size:

Negative Binomial

size 9.0000000
prob = 0.1818182

mvue for 'prob'

dat, size.vec

rm(dat)

enorm

Estimate Parameters of a Normal (Gaussian) Distribution

Description

Estimate the mean and standard deviation parameters of a normal (Gaussian) distribution, and op-
tionally construct a confidence interval for the mean or the variance.

Usage
enorm(x, method = "mvue”, ci = FALSE, ci.type = "two-sided”,
ci.method = "exact”, conf.level = ©0.95, ci.param = "mean")
Arguments
X numeric vector of observations.
method character string specifying the method of estimation. Possible values are "mvue”
(minimum variance unbiased; the default), and "mle/mme"” (maximum likeli-
hood/method of moments). See the DETAILS section for more information on
these estimation methods.
ci logical scalar indicating whether to compute a confidence interval for the mean
or variance. The default value is FALSE.
ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower"”, and "upper”. This
argument is ignored if ci=FALSE.
ci.method character string indicating what method to use to construct the confidence inter-

val for the mean or variance. The only possible value is "exact” (the default).
See the DETAILS section for more information. This argument is ignored if
ci=FALSE.
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conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

ci.param character string indicating which parameter to create a confidence interval for.

1

The possible values are ci.param="mean" (the default) and ci.param="variance".
This argument is ignored if ci=FALSE.

Details
If x contains any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will be removed
prior to performing the estimation.

Letz = (21,22, ..., Z,) be a vector of n observations from an normal (Gaussian) distribution with
parameters mean=4 and sd=c.

Estimation
Minimum Variance Unbiased Estimation (nethod="mvue")
The minimum variance unbiased estimators (mvue’s) of the mean and variance are:

R B 1
Hmoue = T = — Z; (1)

. 1 _
U?rwue =4 = Z(I7 - $)2 (2)

(Johnson et al., 1994; Forbes et al., 2011). Note that when method="mvue", the estimated standard
deviation is the square root of the mvue of the variance, but is not itself an mvue.

Maximum Likelihood/Method of Moments Estimation (method="mle/mme")

The maximum likelihood estimator (mle) and method of moments estimator (mme) of the mean
are both the same as the mvue of the mean given in equation (1) above. The mle and mme of the
variance is given by:

n
~2 2 n—1, IZ —\2
Omle Sm n s ni:1('x 'T) ()

When method="mle/mme", the estimated standard deviation is the square root of the mle of the
variance, and is itself an mle.

Confidence Intervals

Confidence Interval for the Mean (ci.param="mean")
When ci=TRUE and ci.param = "mean", the usual confidence interval for p is constructed as
follows. If ci.type="two-sided", a the (1 — «)100% confidence interval for y is given by:
o o
— — 4
N7 N O
where t(v, p) is the p’th quantile of Student’s t-distribution with v degrees of freedom (Zar, 2010;
Gilbert, 1987; Ott, 1995; Helsel and Hirsch, 1992).

If ci.type="1lower", the (1 — «)100% confidence interval for x is given by:

[f—tln—1,1—-a/2)—, i+t(n—1,1—a/2)

[i—=tn = 1,1 —a)—=, o] (5)

4
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and if ci.type="upper”, the confidence interval is given by:

G

—o0, i +tn—1,1—«a/2 6
[—00, fi+1( /27 ©)
Confidence Interval for the Variance (ci.param="variance")
When ci=TRUE and ci.param = "variance”, the usual confidence interval for o2 is constructed

as follows. A two-sided (1 — «)100% confidence interval for o2 is given by:

(n—1)s* (n—1)s?
[

2
Xn—l,l—a/Q Xn—l,a/2

I

Similarly, a one-sided upper (1 — «) 100% confidence interval for the population variance is given
by:
(n —1)s?

2
Xn—l,a

and a one-sided lower (1 — «)100% confidence interval for the population variance is given by:

[0, )

(n—1)s?

2
anLlfoz

[ ;00 (9)

(van Belle et al., 2004; Zar, 2010).

Value

alistof class "estimate"” containing the estimated parameters and other information. See estimate.object
for details.

Note

The normal and lognormal distribution are probably the two most frequently used distributions to
model environmental data. In order to make any kind of probability statement about a normally-
distributed population (of chemical concentrations for example), you have to first estimate the mean
and standard deviation (the population parameters) of the distribution. Once you estimate these
parameters, it is often useful to characterize the uncertainty in the estimate of the mean or variance.
This is done with confidence intervals.

Author(s)
Steven P. Millard (<EnvStats@ProbStatInfo.com>)

References
Berthouex, P.M., and L.C. Brown. (2002). Statistics for Environmental Engineers. Second Edition.
Lewis Publishers, Boca Raton, FL.

Forbes, C., M. Evans, N. Hastings, and B. Peacock. (2011). Statistical Distributions. Fourth
Edition. John Wiley and Sons, Hoboken, NJ.

Gilbert, R.O. (1987). Statistical Methods for Environmental Pollution Monitoring. Van Nostrand
Reinhold, New York, NY.

Helsel, D.R., and R.M. Hirsch. (1992). Statistical Methods in Water Resources Research. Elsevier,
New York, NY, Chapter 7.

Johnson, N. L., S. Kotz, and N. Balakrishnan. (1994). Continuous Univariate Distributions, Volume
1. Second Edition. John Wiley and Sons, New York.
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Millard, S.P., and N.K. Neerchal. (2001). Environmental Statistics with S-PLUS. CRC Press, Boca

Raton, FL.

Ott, W.R. (1995). Environmental Statistics and Data Analysis. Lewis Publishers, Boca Raton, FL.

USEPA. (2009). Statistical Analysis of Groundwater Monitoring Data at RCRA Facilities, Uni-
fied Guidance. EPA 530/R-09-007, March 2009. Office of Resource Conservation and Recovery
Program Implementation and Information Division. U.S. Environmental Protection Agency, Wash-

ington, D.C.
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See Also

Normal.

Examples

# Generate 20 observations from a N(3, 2) distribution, then estimate
# the parameters and create a 95% confidence interval for the mean.
# (Note: the call to set.seed simply allows you to reproduce this example.)

set.seed(250)
dat <- rnorm(20, mean = 3, sd = 2)
enorm(dat, ci = TRUE)

#Results of Distribution Parameter Estimation

#

#Assumed Distribution: Normal

#

#Estimated Parameter(s): mean = 2.861160
# sd = 1.180226
#

#Estimation Method: mvue

#

#Data: dat

#

#Sample Size: 20

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Exact

#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 2.308798
# UCL = 3.413523
# __________

# Using the same data, construct an upper 90% confidence interval for

# the variance.
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enorm(dat, ci = TRUE, ci.type = "upper"”, ci.param = "variance"”)$interval
#Confidence Interval for: variance
#

#Confidence Interval Method: Exact

#

#Confidence Interval Type: upper

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = 0.000000

# UCL = 2.615963

# __________

# Clean up

# _________

rm(dat)

# __________

# Using the Reference area TcCB data in the data frame EPA.94b.tccb.df,

# estimate the mean and standard deviation of the log-transformed data,

# and construct a 95% confidence interval for the mean.

with(EPA.94b.tccb.df, enorm(log(TcCB[Area == "Reference”]), ci = TRUE))

#Results of Distribution Parameter Estimation

# ____________________________________________

#

#Assumed Distribution: Normal

#

#Estimated Parameter(s): mean = -0.6195712

# sd = 0.4679530

#

#Estimation Method: mvue

#

#Data: log(TcCB[Area == "Reference"])

#

#Sample Size: 47

#

#Confidence Interval for: mean

#

#Confidence Interval Method: Exact

#

#Confidence Interval Type: two-sided

#

#Confidence Level: 95%

#

#Confidence Interval: LCL = -0.7569673

# UCL = -0.4821751
enormCensored Estimate Parameters for a Normal Distribution Based on Type I Cen-

sored Data
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Description

Estimate the mean and standard deviation of a normal (Gaussian) distribution given a sample of
data that has been subjected to Type I censoring, and optionally construct a confidence interval for
the mean.

Usage

enormCensored(x, censored, method = "mle”, censoring.side = "left",
ci = FALSE, ci.method = "profile.likelihood”, ci.type = "two-sided"”,

conf.level = 0.95, n.bootstraps = 1000, pivot.statistic = "z",
nmc = 1000, seed = NULL, ...)

Arguments

X numeric vector of observations. Missing (NA), undefined (NaN), and infinite (Inf,
-Inf) values are allowed but will be removed.

censored numeric or logical vector indicating which values of x are censored. This must
be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

method character string specifying the method of estimation.
For singly censored data, the possible values are: "mle"” (maximum likelihood;
the default), "bcmle” (bias-corrected maximum likelihood), "qq. reg” (quantile-
quantile regression), "qq.reg.w.cen.level” (quantile-quantile regression in-
cluding the censoring level), "impute.w.qq.reg"” (moment estimation based
on imputation using the qq.reg method), "impute.w.qq.reg.w.cen.level”
(moment estimation based on imputation using the qq.reg.w.cen.level method),
"impute.w.mle" (moment estimation based on imputation using the mle), "iterative.impute.
(moment estimation based on iterative imputation using the qq.reg method),
"m.est"” (robust M-estimation), and "half.cen.level” (moment estimation
based on setting the censored observations to half the censoring level).
For multiply censored data, the possible values are: "mle” (maximum likeli-
hood; the default), "qq.reg"” (quantile-quantile regression), "impute.w.qq.reg"
(moment estimation based on imputation using the qg. reg method), and "half.cen.level”
(moment estimation based on setting the censored observations to half the cen-
soring level).
See the DETAILS section for more information.

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left” (the default) and "right".

ci logical scalar indicating whether to compute a confidence interval for the mean
or variance. The default value is ci=FALSE.

ci.method character string indicating what method to use to construct the confidence inter-
val for the mean. The possible values are "profile.likelihood” (profile like-
lihood; the default), "normal. approx” (normal approximation), "normal.approx.w.cov"”
(normal approximation taking into account the covariance between the esti-
mated mean and standard deviation; only available for singly censored data),
"gpq” (generalized pivotal quantity), and "bootstrap” (based on bootstrap-
ping). See the DETAILS section for more information. This argument is ignored
if ci=FALSE.
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ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower”, and "upper”. This
argument is ignored if ci=FALSE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

n.bootstraps numeric scalar indicating how many bootstraps to use to construct the confi-
dence interval for the mean when ci.type="bootstrap”. This argument is
ignored if ci=FALSE and/or ci.method does not equal "bootstrap”.

pivot.statistic
character string indicating which pivot statistic to use in the construction of
the confidence interval for the mean when ci.method="normal.approx” or
ci.method="normal.approx.w.cov” (see the DETAILS section). The possi-
ble values are pivot.statistic="z" (the default) and pivot.statistic="t".
When pivot.statistic="t" you may supply the argument ci.sample size
(see below). The argument pivot.statistic isignored if ci=FALSE.

nmc numeric scalar indicating the number of Monte Carlo simulations to run when
ci.method="gpq". The defaultis nmc=1000. This argument is ignored if ci=FALSE.

seed integer supplied to the function set . seed and used when ci.method="bootstrap”
or ci.method="gpq". The default value is seed=NULL, in which case the current
value of .Random. seed is used. This argument is ignored when ci=FALSE.

additional arguments to pass to other functions.

* prob.method. Character string indicating what method to use to com-
pute the plotting positions (empirical probabilities) when method is one of
"gg.reg”, "qq.reg.w.cen.level”, "impute.w.qq.reg", "impute.w.qq.reg.w.cen.level”
"impute.w.mle"”, or "iterative.impute.w.qqg.reg". Possible values
are "kaplan-meier” (product-limit method of Kaplan and Meier (1958)),
"nelson” (hazard plotting method of Nelson (1972)), "michael-schucany”
(generalization of the product-limit method due to Michael and Schucany
(1986)), and "hirsch-stedinger" (generalization of the product-limit method
due to Hirsch and Stedinger (1987)). The default value is prob.method="michael-schucany”.
The "nelson” method is only available for censoring.side="right".
See the DETAILS section and the help file for ppointsCensored for more

information.

* plot.pos.con. Numeric scalar between 0 and 1 containing the value of
the plotting position constant to use when method is one of "qq.reg”,
"qq.reg.w.cen.level”, "impute.w.qq.reg"”, "impute.w.qq.reg.w.cen.level”,
"impute.w.mle”, or "iterative.impute.w.qq.reg". The default value
is plot.pos.con=0.375. See the DETAILS section and the help file for

ppointsCensored for more information.

e ci.sample.size. Numeric scalar indicating what sample size to assume
to construct the confidence interval for the mean if pivot.statistic="t"
and ci.method="normal.approx” or ci.method="normal.approx.w.cov".
When method equals "mle” or "bcmle”, the default value is the expected
number of uncensored observations, otherwise it is the observed number of
uncensored observations.

e 1b.impute. Numeric scalar indicating the lower bound for imputed obser-
vations when method is one of "impute.w.qq.reg”, "impute.w.qq.reg.w.cen.level”,
"impute.w.mle”, or "iterative.impute.w.qqg.reg”. Imputed values

smaller than this value will be set to this value. The defaultis 1b. impute=-Inf.
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* ub.impute. Numeric scalar indicating the upper bound for imputed obser-
vations when method is one of "impute.w.qq.reg”, "impute.w.qq.reg.w.cen.level”,
"impute.w.mle”, or "iterative.impute.w.qqg.reg”. Imputed values
larger than this value will be set to this value. The defaultis ub. impute=Inf.

» convergence. Character string indicating the kind of convergence criterion
when method="iterative.impute.w.qq.reg"”. The possible values are
"relative"” (the default) and "absolute”. See the DETAILS section for
more information.

* tol. Numeric scalar indicating the convergence tolerance when method="iterative.impute.w
The default value is tol=1e-6. If convergence="relative"”, then the rela-
tive difference in the old and new estimates of the mean and the relative dif-
ference in the old and new estimates of the standard deviation must be less
than tol for convergence to be achieved. If convergence="absolute”,
then the absolute difference in the old and new estimates of the mean and
the absolute difference in the old and new estimates of the standard devia-
tion must be less than tol for convergence to be achieved.

* max.iter. Numeric scalar indicating the maximum number of iterations
when method="iterative.impute.w.qq.reg".

* t.df. Numeric scalar greater than or equal to 1 that determines the robust-
ness and efficiency properties of the estimator when method="m.est". The
default value is t.df=3.

Details

If x or censored contain any missing (NA), undefined (NaN) or infinite (Inf, -Inf) values, they will
be removed prior to performing the estimation.

Let z denote a vector of N observations from a normal distribution with mean y and standard
deviation o. Assume n (0 < n < V) of these observations are known and ¢ (¢ = N — n) of these
observations are all censored below (left-censored) or all censored above (right-censored) at & fixed
censoring levels

Tl,TQ,...,Tk;k21 (1)

For the case when k > 2, the data are said to be Type [ multiply censored. For the case when k = 1,
set T' = T7. If the data are left-censored and all n known observations are greater than or equal to
T, or if the data are right-censored and all n known observations are less than or equal to 7, then
the data are said to be Type I singly censored (Nelson, 1982, p.7), otherwise they are considered to
be Type I multiply censored.

Let ¢; denote the number of observations censored below or above censoring level T} for j =

1,2,...,k, sothat
k
ch =c (2
i=1

Let x (1), T(2), - - - , T(v) denote the “ordered” observations, where now “observation” means either
the actual observation (for uncensored observations) or the censoring level (for censored observa-
tions). For right-censored data, if a censored observation has the same value as an uncensored one,
the uncensored observation should be placed first. For left-censored data, if a censored observation
has the same value as an uncensored one, the censored observation should be placed first.

Note that in this case the quantity ;) does not necessarily represent the ¢’th “largest” observation
from the (unknown) complete sample.

Finally, let 2 (omega) denote the set of n subscripts in the “ordered” sample that correspond to
uncensored observations.
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ESTIMATION

Estimation Methods for Multiply and Singly Censored Data
The following methods are available for multiply and singly censored data.

Maximum Likelihood Estimation (method="mle")
For Type I left censored data, the likelihood function is given by:

k
L(u,alw)—< N )H[F(Twﬂﬁx(i)} (3)
j=1

C1C2 ...CEN ic0

where f and F' denote the probability density function (pdf) and cumulative distribution function
(cdf) of the population. That is,
L—p

where ¢ and ® denote the pdf and cdf of the standard normal distribution, respectively (Cohen,
1963; 1991, pp.6, 50). For left singly censored data, Equation (3) simplifies to:

n

N c
Lol = (3 )iy I few) ©
1=c+1
Similarly, for Type I right censored data, the likelihood function is given by:

k
vl = (" ) TTn=Fe T o] 0

C1C2...CgN
162 k i€Q

and for right singly censored data this simplifies to:

Lol = (V)= rer T o]l ®)

i=1

The maximum likelihood estimators are computed by maximizing the likelihood function. For
right-censored data, Cohen (1963; 1991, pp.50-51) shows that taking partial derivatives of the log-
likelihood function with respect to ;1 and o and setting these to 0 produces the following two simul-
taneous equations:

k
Fop=-0d ()Q; ()
i=1
k s
$' 4 (7 —p)? =01 - ch(gj)Qj] (10)
where

_ 1

i€Q
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G = Tja_ o
a = 20w

Note that the quantity defined in Equation (11) is simply the mean of the uncensored observations,
the quantity defined in Equation (12) is simply the method of moments estimator of variance based
on the uncensored observations, and the function () defined in Equation (15) is the hazard function
for the standard normal distribution.

For left-censored data, Equations (9) and (10) stay the same, except ( is replaced with —(.

The function enormCensored computes the maximum likelihood estimators by solving Equations
(9) and (10) and uses the quantile-quantile regression estimators (see below) as initial values.

Quantile-Quantile Regression (method="qq.reg")

This method is sometimes called the probability plot method (Nelson, 1982, Chapter 3; Gilbert,
1987, pp.134-136; Helsel and Hirsch, 1992, p. 361), and more recently also called parametric
regression on order statistics or ROS (USEPA, 2009; Helsel, 2012). In the case of no censoring,
it is well known (e.g., Nelson, 1982, p.113; Cleveland, 1993, p.31) that for the standard normal
(Gaussian) quantile-quantile plot (i.e., the plot of the sorted observations (empirical quantiles) ver-
sus standard normal quantiles; see qgPlot), the intercept and slope of the fitted least-squares line
estimate the mean and standard deviation, respectively. Specifically, the estimates of x4 and o are
found by computing the least-squares estimates in the following model:

L (4) :u+0@71(pi)+ei, i:132a"'aN (16)
where )
_i—a
- N-2a+1
denotes the plotting position associated with the 7’th largest value, a is a constant such that 0 < a <

1 (the plotting position constant), and ® denotes the cumulative distribution function (cdf) of the
standard normal distribution. The default value of a is 0.375 (see below).

Pi (17)

This method can be adapted to the case of left (right) singly censored data as follows. Plot the n un-
censored observations against the n largest (smallest) normal quantiles, where the normal quantiles
are computed based on a sample size of [V, fit the least-squares line to this plot, and estimate the
mean and standard deviation from the intercept and slope, respectively. That is, use Equations (16)
and (17), but for right singly censored datause : = 1,2, ..., n, and for left singly censored data use
i=(c+1),(c+2),...,N.

The argument plot.pos.con (see the entry for . ..in the ARGUMENTS section above) determines
the value of the plotting positions computed in Equation (18). The default value is plot.pos.con=0. 375.
See the help file for qgPlot for more information.

This method is discussed by Haas and Scheff (1990). In the context of lognormal data, Travis
and Land (1990) suggest exponentiating the predicted 50’th percentile from this fit to estimate the
geometric mean (i.e., the median of the lognormal distribution).

This method is easily extended to multiply censored data. Equation (16) becomes
T =p+ o0 (p) +e, i€Q (18)

where (2 denotes the set of n subscripts associated with the uncensored observations in the ordered
sample. The plotting positions are computed by calling the EnvStats function ppointsCensored.
The argument prob.method determines the method of computing the plotting positions (default
is prob.method="hirsch-stedinger"), and the argument plot.pos.con determines the plotting
position constant (default is plot.pos.con=0.375). (See the entry for ...in the ARGUMENTS
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section above.) Both Helsel (2012) and USEPA (2009) also use the Hirsch-Stedinger probability
method but set the plotting position constant to 0.

Imputation Using Quantile-Quantile Regression (method="impute.w.qq.reg")

This method is also called robust ROS (USEPA, 2009; Helsel, 2012). It involves using the quantile-
quantile regression method (method="qq.reg") to fit a regression line (and thus initially estimate
the mean and standard deviation), and then imputing the values of the censored observations by pre-
dicting them from the regression equation. The final estimates of the mean and standard deviation
are then computed using the usual formulas (see enorm) based on the observed and imputed values.

The imputed values are computed as:

L) = fggreg + Oqqreg® " (pi), i €2 (19)

See the help file for ppointsCensored for information on how the plotting positions for the cen-
sored observations are computed.

The argument prob.method determines the method of computing the plotting positions (default
is prob.method="hirsch-stedinger"), and the argument plot.pos.con determines the plotting
position constant (default is plot.pos.con=0.375). (See the entry for ...in the ARGUMENTS
section above.) Both Helsel (2012) and USEPA (2009) also use the Hirsch-Stedinger probability
method but set the plotting position constant to 0.

The arguments 1b. impute and ub.impute determine the lower and upper bounds for the imputed
values. Imputed values smaller than 1b.impute are set to this value. Imputed values larger than
ub.impute are set to this value. The default values are 1b. impute=-Inf and ub.impute=Inf. See
the entry for ...in the ARGUMENTS section above.

For singly censored data, this is the NR method of Gilliom and Helsel (1986, p. 137). In the context
of lognormal data, this method is discussed by Hashimoto and Trussell (1983), Gilliom and Helsel
(1986), and El-Shaarawi (1989), and is referred to as the LR or Log-Probability Method.

For multiply censored data, this method was developed in the context of lognormal data by Helsel
and Cohn (1988) using the formulas for plotting positions given in Hirsch and Stedinger (1987) and
Weibull plotting positions (i.e., prob.method="hirsch-stedinger"” and plot.pos.con=0).

Setting Censored Observations to Half the Censoring Level (method="half.cen.level"”)

This method is applicable only to left censored data that is bounded below by 0. This method
involves simply replacing all the censored observations with half their detection limit, and then
computing the mean and standard deviation with the usual formulas (see enorm).

This method is included only to allow comparison of this method to other methods. Setfing left-
censored observations to half the censoring level is not recommended.

For singly censored data, this method is discussed by Gleit (1985), Haas and Scheff (1990), and
El-Shaarawi and Esterby (1992). El-Shaarawi and Esterby (1992) show that these estimators are
biased and inconsistent (i.e., the bias remains even as the sample size increases).

For multiply censored data, this method was studied by Helsel and Cohn (1988).

Estimation Methods for Singly Censored Data
The following methods are available only for singly censored data.

Bias-Corrected Maximum Likelihood Estimation (method="bcmle")

The maximum likelihood estimates of p and o are biased. The bias tends to O as the sample size
increases, but it can be considerable for small sample sizes, especially in the case of a large percent-
age of censored observations (Saw, 1961b). Schmee et al. (1985) note that bias and variances of the
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mle’s are of the order 1/N (see for example, Bain and Engelhardt, 1991), and that for 90% censor-
ing the bias is negligible if [V is at least 100. (For less intense censoring, even fewer observations
are needed.)

The exact bias of each estimator is extremely difficult to compute. Saw (1961b), however, derived
the first-order term (i.e., the term of order 1/N) in the bias of the mle’s of y and o and proposed
bias-corrected mle’s. His bias-corrected estimators were derived for the case of Type II singly
censored data. Schneider (1986, p.110) and Haas and Scheff (1990), however, state that this bias
correction should reduce the bias of the estimators in the case of Type I censoring as well.

Based on the tables of bias-correction terms given in Saw (1961b), Schneider (1986, pp.107-110)
performed a least-squares fit to produce the following computational formulas for right-censored

data: n
B, = —eap[2.602 — 5.493 "] (20)
B, = —[0.312 + 0.859NL+1]*2 (21)
Pbemie = fimie — ]37161 wo (22)
Obemle = Omle — ]iniel s (23)

For left-censored data, Equation (22) becomes:

~ ~ &mle
cmle = Hmle —B 22
Hbemi Hmi +N+1 o (22)

Quantile-Quantile Regression Including the Censoring Level (method="qq.reg.w.cen.level")
This is a modification of the quantile-quantile regression method and was proposed by El-Shaarawi
(1989) in the context of lognormal data. El-Shaarawi’s idea is to include the censoring level and an
associated plotting position, along with the uncensored observations and their associated plotting
positions, in order to include information about the value of the censoring level T'.

For left singly censored data, the modification involves adding the point [®~!(p.), T] to the plot
before fitting the least-squares line. For right singly censored data, the point [®~!(p,1), 7] is
added to the plot before fitting the least-squares line.

El-Shaarawi (1989) also proposed replacing the estimated normal quantiles with the exact expected
values of normal order statistics, and using the values in their variance-covariance matrix to perform
a weighted least least-squared regression. These last two modifications are not incorporated here.

Imputation Using Quantile-Quantile Regression Including the Censoring Level (method ="impute.w.qq.reg.w.cen. le
This is exactly the same method as imputation using quantile-quantile regression (method="impute.w.qq.reg"),

except that the quantile-quantile regression including the censoring level method (method="qq.reg.w.cen.level”)

is used to fit the regression line. In the context of lognormal data, this method is discussed by El-

Shaarawi (1989), which he denotes as the Modified LR Method.

Imputation Using Maximum Likelihood (method ="impute.w.mle")

This is exactly the same method as imputation with quantile-quantile regression (method="1impute.w.qq.reg"),
except that the maximum likelihood method (method="mle") is used to compute the initial esti-

mates of the mean and standard deviation. In the context of lognormal data, this method is discussed

by El-Shaarawi (1989), which he denotes as the Modified Maximum Likelihood Method.
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Iterative Imputation Using Quantile-Quantile Regression (method="iterative.impute.w.qq.reg")
This method is similar to the imputation with quantile-quantile regression method (method="impute.w.qq.reg"),
but iterates until the estimates of the mean and standard deviation converge. The algorithm is:

1. Compute the initial estimates of ; and ¢ using the "impute.w.qq.reg"” method. (Actually,
any suitable estimates will do.)

2. Using the current values of i and o and Equation (19), compute new imputed values of the
censored observations.

3. Use the new imputed values along with the uncensored observations to compute new estimates
of 1 and o based on the usual formulas (see enorm).

4. Repeat Steps 2 and 3 until the estimates converge (the convergence criterion is determined
by the arguments tol and convergence; see the entry for ...in the ARGUMENTS section
above).

This method is discussed by Gleit (1985), which he denotes as “Fill-In with Expected Values”.

M-Estimators (method="m.est")

This method was contributed by Leo R. Korn (Korn and Tyler, 2001). This method finds location
and scale estimates that are consistent at the normal model and robust to deviations from the normal
model, including both outliers on the right and outliers on the left above and below the limit of
detection. The estimates are found by solving the simultaneous equations:

ShE Y wE =0 @)

. g
i1=c+1
c T_ 1 N T —
DM Y () =0 (24)
i=1 i=c+1

where
H,(r) = —log[F,(r)] (25)

hr) = SLH, () = HL()  (26)
pulr) = ~loglfu(r)]  (21)
i) = Tar)=pllr)  (28)

M(r)=rhy(r)  (29)
Xv(r) =ripy(r) =1 (30)

and f, and F), denote the probability density function (pdf) and cumulative distribution function
(cdf) of Student’s t-distribution with v degrees of freedom.

This results in an M-estimating equation based on the t-density function (Korn and Tyler., 2001).
Since the t-density has heavier tails than the normal density, this M-estimator will tend to down-
weight values that are far away from the center of the data. When censoring is present, neither the
location nor the scale estimates are consistent at the normal model. A computational correction
is performed that converts the above M-estimator to another M-estimator that is consistent at the
normal model, even under censoring.

The degrees of freedom parameter v is set by the argument t.df and may be viewed as a tuning
parameter that will determine the robustness and efficiency properties. When t. df is large, the esti-
mator is similar to the usual mle and the output will then be very close to that when method="mle".
As t.df decreases, the efficiency will decline and the outlier rejection property will increase in
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strength. Choosing t.df=3 (the default) provides a good combination of efficiency and robustness.
A reasonable strategy is to transform the data so that they are approximately symmetric (often the
log transformation for environmental data is appropriate) and then apply the M-estimator using
t.df=3.

CONFIDENCE INTERVALS
This section explains how confidence intervals for the mean p are computed.

Likelihood Profile (ci.method="profile.likelihood")

This method was proposed by Cox (1970, p.88), and Venzon and Moolgavkar (1988) introduced an
efficient method of computation. This method is also discussed by Stryhn and Christensen (2003)
and Royston (2007). The idea behind this method is to invert the likelihood-ratio test to obtain a
confidence interval for the mean p while treating the standard deviation ¢ as a nuisance parameter.
Equation (3) above shows the form of the likelihood function L(u, o|z) for multiply left-censored
data, and Equation (7) shows the function for multiply right-censored data.

Following Stryhn and Christensen (2003), denote the maximum likelihood estimates of the mean
and standard deviation by (u*, 0*). The likelihood ratio test statistic (G?) of the hypothesis Hy :
1 = o (where g is a fixed value) equals the drop in 2log(L) between the “full” model and the
reduced model with p fixed at p, i.e.,

G? = 2{log|L(w*,0")] — log[L(no,o3)]}  (30)

where o is the maximum likelihood estimate of o for the reduced model (i.e., when p = o).
Under the null hypothesis, the test statistic G2 follows a chi-squared distribution with 1 degree of
freedom.

Alternatively, we may express the test statistic in terms of the profile likelihood function L, for the
mean g, which is obtained from the usual likelihood function by maximizing over the parameter o,
ie.,

Ly(n) = maz,Lip,0)  (31)

Then we have
G?* = 2{log[L1 (1)) — log[L1 (o))} (32)

A two-sided (1 — «)100% confidence interval for the mean p consists of all values of pg for which
the test is not significant at level alpha:

po: G < Xy, (33)

where Xl%,p denotes the p’th quantile of the chi-squared distribution with v degrees of freedom. One-
sided lower and one-sided upper confidence intervals are computed in a similar fashion, except that
the quantity 1 — « in Equation (33) is replaced with 1 — 2q.

Normal Approximation (ci.method="normal.approx")

This method constructs approximate (1 — «)100% confidence intervals for 1 based on the assump-
tion that the estimator of 1 is approximately normally distributed. That is, a two-sided (1 — a)100%
confidence interval for y is constructed as:

[,& - tlfa/2,mfla-;lv /:L + tlfa/2,mfl&ﬂ] (34)

where i denotes the estimate of yi, 55 denotes the estimated asymptotic standard deviation of the
estimator of x4, m denotes the assumed sample size for the confidence interval, and ¢,, ,, denotes the
p’th quantile of Student’s t-distribuiton with v degrees of freedom. One-sided confidence intervals
are computed in a similar fashion.
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The argument ci.sample.size determines the value of m (see see the entry for ...in the ARGU-
MENTS section above). When method equals "mle” or "bcmle”, the default value is the expected
number of uncensored observations, otherwise it is the observed number of uncensored observa-
tions. This is simply an ad-hoc method of constructing confidence intervals and is not based on any
published theoretical results.

When pivot.statistic="z", the p’th quantile from the standard normal distribution is used in
place of the p’th quantile from Student’s t-distribution.

Approximate Confidence Interval Based on Maximum Likelihood Estimators

When method="mle", the standard deviation of the mle of w is estimated based on the inverse of
the Fisher Information matrix. The estimated variance-covariance matrix for the estimates of p and
o are based on the observed information matrix, formulas for which are given in Cohen (1991).

Approximate Confidence Interval Based on Bias-Corrected Maximum Likelihood Estimators
When method="bcmle" (available only for singly censored data), the same procedures are used
to construct the confidence interval as for method="mle"”. The true variance of the bias-corrected
mle of 4 is necessarily larger than the variance of the mle of y (although the differences in the
variances goes to 0 as the sample size gets large). Hence this method of constructing a confidence
interval leads to intervals that are too short for small sample sizes, but these intervals should be
better centered about the true value of s.

Approximate Confidence Interval Based on Other Estimators
When method is some value other than "mle”, the standard deviation of the estimated mean is
approximated by

. o
%= (35)

where, as already noted, m denotes the assumed sample size. This is simply an ad-hoc method of

constructing confidence intervals and is not based on any published theoretical results.

Normal Approximation Using Covariance (ci.method="normal.approx.w.cov") This method is
only available for singly censored data and only applicable when method="mle"” or method="bcmle".
It was proposed by Schneider (1986, pp. 191-193) for the case of Type II censoring, but is applica-
ble to any situation where the estimated mean and standard deviation are consistent estimators and

are correlated. In particular, the mle’s of ;1 and o are correlated under Type I censoring as well.

Schneider’s idea is to determine two positive quantities 21, zo such that

Pr(jp+ =16 < p) = (36)

Pr(ji— z96 > p) = (37)

[CIReR ) o)

so that
[ﬂ—Z2(5', ﬂ—i—zl&} (38)
is a (1 — «)100% confidence interval for p.

For cases where the estimators of i and o are independent (e.g., complete samples), it is well known
that setting

ti—a/2,N
21 =22 = % (39)
yields an exact confidence interval and setting
Zl—a
2 =y = 222 (40)

VN

where z,, denotes the p’th quantile of the standard normal distribution yields an approximate confi-
dence interval that is asymptotically correct.
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For the general case, Schneider (1986) considers the random variable
W(z)=p+26 (41)

and provides formulas for z; and z5.

Note that the resulting confidence interval for the mean is not symmetric about the estimated mean.
Also note that the quantity m is a random variable for Type I censoring, while Schneider (1986)
assumed it to be fixed since he derived the result for Type II censoring (in which case m = n).

Bootstrap and Bias-Corrected Bootstrap Approximation (ci.method="bootstrap")

The bootstrap is a nonparametric method of estimating the distribution (and associated distribution
parameters and quantiles) of a sample statistic, regardless of the distribution of the population from
which the sample was drawn. The bootstrap was introduced by Efron (1979) and a general reference
is Efron and Tibshirani (1993).

In the context of deriving an approximate (1 — «)100% confidence interval for the population mean
1, the bootstrap can be broken down into the following steps:

1. Create a bootstrap sample by taking a random sample of size N from the observations in z,
where sampling is done with replacement. Note that because sampling is done with replace-
ment, the same element of z can appear more than once in the bootstrap sample. Thus, the
bootstrap sample will usually not look exactly like the original sample (e.g., the number of
censored observations in the bootstrap sample will often differ from the number of censored
observations in the original sample).

2. Estimate p based on the bootstrap sample created in Step 1, using the same method that was
used to estimate p using the original observations in z. Because the bootstrap sample usually
does not match the original sample, the estimate of p based on the bootstrap sample will
usually differ from the original estimate based on z.

3. Repeat Steps 1 and 2 B times, where B is some large number. For the function enormCensored,
the number of bootstraps B is determined by the argument n.bootstraps (see the section
ARGUMENTS above). The default value of n.bootstraps is 1000.

4. Use the B estimated values of ;1 to compute the empirical cumulative distribution function of
this estimator of u (see ecdfPlot), and then create a confidence interval for x based on this
estimated cdf.

The two-sided percentile interval (Efron and Tibshirani, 1993, p.170) is computed as:

GG 6= (2)

o
2

where G‘(t) denotes the empirical cdf evaluated at ¢ and thus é_l(p) denotes the p’th empirical
quantile, that is, the p’th quantile associated with the empirical cdf. Similarly, a one-sided lower
confidence interval is computed as:

(G (@), o] (43)
and a one-sided upper confidence interval is computed as:
[~o0, GTY(1—a)]  (44)

The function enormCensored calls the R function quantile to compute the empirical quantiles
used in Equations (42)-(44).

The percentile method bootstrap confidence interval is only first-order accurate (Efron and Tibshi-
rani, 1993, pp.187-188), meaning that the probability that the confidence interval will contain the
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true value of 1 can be off by k/+/N, where k is some constant. Efron and Tibshirani (1993, pp.184-
188) proposed a bias-corrected and accelerated interval that is second-order accurate, meaning that
the probability that the confidence interval will contain the true value of u may be off by k/N
instead of k/ \/N . The two-sided bias-corrected and accelerated confidence interval is computed

as:
(G e), G (a2)]  (45)
where .
R 20 + 2o /2
o1 = 2o+ 1 —a(z0 + Za/2)] (46)
ap = B[z + —2 1oy (47)

1—a(z0 + 21-a/2)
=207 G(R)]  (48)

G = ZfV:l(/i(-) — f@)? 10
6[25\;1(,@(‘) — [L(i))2]3/2 ( )

where the quantity fi(;) denotes the estimate of . using all the values in x except the ¢’th one, and

LN
a(-) = ~ Zuﬁi) (50)

A one-sided lower confidence interval is given by:

[G™(en), oo]  (51)

and a one-sided upper confidence interval is given by:

[~o0, GTH(a2)]  (52)

where o and o are computed as for a two-sided confidence interval, except «/2 is replaced with
« in Equations (46) and (47).

The constant 2, incorporates the bias correction, and the constant ¢ is the acceleration constant. The
term “acceleration” refers to the rate of change of the standard error of the estimate of x with respect
to the true value of n (Efron and Tibshirani, 1993, p.186). For a normal (Gaussian) distribution,
the standard error of the estimate of ;i does not depend on the value of i, hence the acceleration
constant is not really necessary.

When ci.method="bootstrap”, the function enormCensored computes both the percentile method
and bias-corrected and accelerated method bootstrap confidence intervals.

This method of constructing confidence intervals for censored data was studied by Shumway et al.
(1989).

Generalized Pivotal Quantity (ci.method="gpq")

This method was introduced by Schmee et al. (1985) and is discussed by Krishnamoorthy and
Mathew (2009). The idea is essentially to use a parametric bootstrap to estimate the correct pivotal
quantities z1 and 2z in Equation (38) above. For singly censored data, these quantities are computed
as follows:

1. Generate a random sample of [NV observations from a standard normal (i.e., N(0,1)) distribution
and let (1), 2(2), - - - » 2(v) denote the ordered (sorted) observations.

2. Set the smallest c observations to be censored.



enormCensored 273

3. Compute the estimates of y and o using the method specified by the method argument, and
denote these estimates as 1*, *.

4. Compute the t-like pivotal quantity ¢ = /i* /6.

5. Repeat steps 1-4 nmc times to produce an empirical distribution of the t-like pivotal quantity.

The function enormCensored calls the function gpqCiNormSinglyCensored to generate the distri-
bution of pivotal quantities in the case of singly censored data. A two-sided (1—a))100% confidence
interval for g is then computed as:

[ﬂ - fl—(a/Q)OA—? /3/ - fa/Qé—] (49)

where fp denotes the p’th empirical quantile of the nmc generated £ values.

Schmee at al. (1985) derived this method in the context of Type II singly censored data (for which
these limits are exact within Monte Carlo error), but state that according to Regal (1982) this method
produces confidence intervals that are close apporximations to the correct limits for Type I censored
data.

For multiply censored data, this method has been extended as follows. The algorithm stays the
same, except that Step 2 becomes:

2. Set the ¢’th ordered generated observation to be censored or not censored according to whether
the 7’th observed observation in the original data is censored or not censored.

The function enormCensored calls the function gpqCiNormMultiplyCensored to generate the dis-
tribution of pivotal quantities in the case of multiply censored data.

Value

a list of class "estimateCensored” containing the estimated parameters and other information.
See estimateCensored.object for details.

Note

A sample of data contains censored observations if some of the observations are reported only as
being below or above some censoring level. In environmental data analysis, Type I left-censored
data sets are common, with values being reported as “less than the detection limit” (e.g., Helsel,
2012). Data sets with only one censoring level are called singly censored; data sets with multiple
censoring levels are called multiply or progressively censored.

Statistical methods for dealing with censored data sets have a long history in the field of survival
analysis and life testing. More recently, researchers in the environmental field have proposed al-
ternative methods of computing estimates and confidence intervals in addition to the classical ones
such as maximum likelihood estimation.

Helsel (2012, Chapter 6) gives an excellent review of past studies of the properties of various esti-
mators based on censored environmental data.

In practice, it is better to use a confidence interval for the mean or a joint confidence region for
the mean and standard deviation, rather than rely on a single point-estimate of the mean. Since
confidence intervals and regions depend on the properties of the estimators for both the mean and
standard deviation, the results of studies that simply evaluated the performance of the mean and
standard deviation separately cannot be readily extrapolated to predict the performance of various
methods of constructing confidence intervals and regions. Furthermore, for several of the methods
that have been proposed to estimate the mean based on type I left-censored data, standard errors of
the estimates are not available, hence it is not possible to construct confidence intervals (El-Shaarawi
and Dolan, 1989).
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Few studies have been done to evaluate the performance of methods for constructing confidence
intervals for the mean or joint confidence regions for the mean and standard deviation when data
are subjected to single or multiple censoring. See, for example, Singh et al. (2006).

Schmee et al. (1985) studied Type II censoring for a normal distribution and noted that the bias and
variances of the maximum likelihood estimators are of the order 1/N, and that the bias is negligible
for N = 100 and as much as 90% censoring. (If the proportion of censored observations is less
than 90%, the bias becomes negligible for smaller sample sizes.) For small samples with moderate
to high censoring, however, the bias of the mle’s causes confidence intervals based on them using
a normal approximation (e.g., method="mle" and ci.method="normal.approx"”) to be too short.
Schmee et al. (1985) provide tables for exact confidence intervals for sample sizes up to N = 100
that were created based on Monte Carlo simulation. Schmee et al. (1985) state that these tables
should work well for Type I censored data as well.

Shumway et al. (1989) evaluated the coverage of 90% confidence intervals for the mean based
on using a Box-Cox transformation to induce normality, computing the mle’s based on the normal
distribution, then computing the mean in the original scale. They considered three methods of
constructing confidence intervals: the delta method, the bootstrap, and the bias-corrected bootstrap.
Shumway et al. (1989) used three parent distributions in their study: Normal(3,1), the square of
this distribuiton, and the exponentiation of this distribution (i.e., a lognormal distribution). Based
on sample sizes of 10 and 50 with a censoring level at the 10’th or 20’th percentile, Shumway et al.
(1989) found that the delta method performed quite well and was superior to the bootstrap method.

Millard et al. (2015; in preparation) show that the coverage of the profile likelihood method is
excellent.

Author(s)

Steven P. Millard (<EnvStats@ProbStatInfo.com>)
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See Also

Normal, enorm, estimateCensored.object.

Examples

# Chapter 15 of USEPA (2009) gives several examples of estimating the mean
and standard deviation of a lognormal distribution on the log-scale using
manganese concentrations (ppb) in groundwater at five background wells.
In EnvStats these data are stored in the data frame
EPA.09.Ex.15.1.manganese.df.

% o

Here we will estimate the mean and standard deviation using the MLE,
Q-Q regression (also called parametric regression on order statistics
or ROS; e.g., USEPA, 2009 and Helsel, 2012), and imputation with Q-Q
regression (also called robust ROS).

* o3 o o

++

We will log-transform the original observations and then call
enormCensored. Alternatively, we could have more simply called
# elnormCensored.

++

# First look at the data:

EPA.09.Ex.15.1.manganese.df

# Sample Well Manganese.Orig.ppb Manganese.ppb Censored
#1 1 Well.1 <5 5.0 TRUE
#2 2 Well.1 12.1 12.1 FALSE
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#3 3 Well.1 16.9 16.9 FALSE
#...

#23 3 Well.5 3.3 3.3 FALSE
#24 4 Well.5 8.4 8.4 FALSE
#25 5 Well.5 <2 2.0 TRUE

longToWide (EPA.09.Ex.15.1.manganese.df,
"Manganese.Orig.ppb"”, "Sample”, "Well”,
paste.row.name = TRUE)

# Well.1 Well.2 Well.3 Well.4 Well.5
#Sample.1 <5 <5 <5 6.3 17.9
#Sample.?2 12.1 7.7 5.3 11.9 22.7
#Sample. 3 16.9 53.6 12.6 10 3.3
#Sample. 4 21.6 9.5 106.3 <2 8.4
#Sample.5 <2 45.9 34.5 77.2 <2

# Now estimate the mean and standard deviation on the log-scale
# using the MLE:

with(EPA.@9.Ex.15.1.manganese.df,
enormCensored(log(Manganese.ppb), Censored))

#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

# ____________________________________________

#

#Assumed Distribution: Normal

#

#Censoring Side: left

#

#Censoring Level(s): 0.6931472 1.6094379
#

#Estimated Parameter(s): mean = 2.215905

# sd = 1.356291

#

#Estimation Method: MLE

#

#Data: log(Manganese.ppb)
#

#Censoring Variable: Censored

#

#Sample Size: 25

#

#Percent Censored: 24%

# Now compare the MLE with the estimators based on
# Q-Q regression and imputation with Q-Q regression

with(EPA.09.Ex.15.1.manganese.df,
enormCensored(log(Manganese.ppb), Censored))$parameters

# mean sd

#2.215905 1.356291



278

enormCensored

with(EPA.09.Ex.15.1.manganese.df,
enormCensored(log(Manganese.ppb), Censored,
method = "qq.reg"))$parameters

# mean sd

#2.293742 1.283635

with(EPA.09.Ex.15.1.manganese.df,
enormCensored(log(Manganese.ppb), Censored,
method = "impute.w.qq.reg"))$parameters

# mean sd

#2.298656 1.238104

The method used to estimate quantiles for a Q-Q plot is
determined by the argument prob.method. For the functions
enormCensored and elnormCensored, for any estimation

method that involves Q-Q regression, the default value of
prob.method is "hirsch-stedinger” and the default value for the
plotting position constant is plot.pos.con=0.375.

Hod o

++

Both Helsel (2012) and USEPA (2009) also use the Hirsch-Stedinger
# probability method but set the plotting position constant to 0.

with(EPA.09.Ex.15.1.manganese.df,
enormCensored(log(Manganese.ppb), Censored,
method = "impute.w.qq.reg”, plot.pos.con = @))$parameters
# mean sd
#2.277175 1.261431

# Using the same data as above, compute a confidence interval
# for the mean on the log-scale using the profile-likelihood
# method.

with(EPA.09.Ex.15.1.manganese.df,
enormCensored(log(Manganese.ppb), Censored, ci = TRUE))

#Results of Distribution Parameter Estimation
#Based on Type I Censored Data

# ____________________________________________

#

#Assumed Distribution: Normal

#

#Censoring Side: left

#

#Censoring Level(s): 0.6931472 1.6094379
#

#Estimated Parameter(s): mean = 2.215905

# sd = 1.356291

#

#Estimation Method: MLE

#

#Data: log(Manganese.ppb)
#

#Censoring Variable: Censored
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#
#Sample Size: 25
#
#Percent Censored: 24%
#
#Confidence Interval for: mean
#
#Confidence Interval Method: Profile Likelihood
#
#Confidence Interval Type: two-sided
#
#Confidence Level: 95%
#
#Confidence Interval: LCL = 1.595062
# UCL = 2.771197
enparCensored Estimate Mean, Standard Deviation, and Standard Error Nonparamet-
rically Based on Censored Data
Description

Estimate the mean, standard deviation, and standard error of the mean nonparametrically given a
sample of data from a positive-valued distribution that has been subjected to left- or right-censoring,
and optionally construct a confidence interval for the mean.

Usage
enparCensored(x, censored, censoring.side = "left"”, correct.se = FALSE,
left.censored.min = "DL", right.censored.max = "DL", ci = FALSE,
ci.method = "normal.approx”, ci.type = "two-sided”, conf.level = 0.95,
pivot.statistic = "z", ci.sample.size = NULL, n.bootstraps = 1000)
Arguments
X numeric vector of positive-valued observations. Missing (NA), undefined (NaN),
and infinite (Inf, -Inf) values are allowed but will be removed.
censored numeric or logical vector indicating which values of x are censored. This must

be the same length as x. If the mode of censored is "logical”, TRUE values
correspond to elements of x that are censored, and FALSE values correspond to
elements of x that are not censored. If the mode of censored is "numeric”,
it must contain only 1’s and @’s; 1 corresponds to TRUE and @ corresponds to
FALSE. Missing (NA) values are allowed but will be removed.

censoring.side character string indicating on which side the censoring occurs. The possible
values are "left"” (the default) and "right"”.

correct.se logical scalar indicating whether to multiply the estimated standard error by
a factor to correct for bias. The default value is correct.se=FALSE. See the
DETAILS section below.
left.censored.min
Only relevant for the case when censoring.side="1left" and the smallest cen-
sored value is less than the smallest uncensored value. In this case, 1eft.censored.min
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must be a character string with the possible values "DL" (detection limit; the de-
fault), "DL/2" (half the detection limit), or "Ignore”, or else a numeric scalar
between 0 and the smallest censored value. See the DETAILS section for more
information.
right.censored.max
Only relevant for the case when censoring.side="right" and the largest cen-
sored value is greater than the largest uncensored value. In this case, right. censored.max
must be a character string with the possible values "DL" (detection limit; the de-
fault) or "Ignore”, or else a numeric scalar greater than or equal to the largest
censored value. See the DETAILS section for more information.

ci logical scalar indicating whether to compute a confidence interval for the mean
or variance. The default value is ci=FALSE.

ci.method character string indicating what method to use to construct the confidence in-
terval for the mean. The possible values are "normal.approx” (normal ap-
proximation; the default), and "bootstrap” (based on bootstrapping). See the
DETAILS section for more information. This argument is ignored if ci=FALSE.

ci.type character string indicating what kind of confidence interval to compute. The
possible values are "two-sided” (the default), "lower"”, and "upper”. This
argument is ignored if ci=FALSE.

conf.level a scalar between 0 and 1 indicating the confidence level of the confidence in-
terval. The default value is conf.level=0.95. This argument is ignored if
ci=FALSE.

pivot.statistic
character string indicating which statistic to use for the confidence interval for
the mean when ci.method="normal.approx”. Possible values are "z" (confi-
dence interval based on the z-statistic; the default), and "t" (confidence interval
based on the t-statistic). When pivot.statistic="t" you may supply the ar-
gument ci.sample size (see below). This argument is ignored if ci=FALSE.

ci.sample.size numeric scalar or a NULL object indicating what sample size to assume when
computing the confidence interval for the mean when ci.method="normal.approx”
and pivot.statistic="t". The default value is ci.sample.size=NULL, in
which case ci.sample.size is equal to the number of uncensored observations.
This argument is ignored if ci=FALSE.

n.bootstraps numeric scalar indicating how many bootstraps to use to construct the confi-
dence interval for the mean when ci.type="bootstrap”. This argument is
ignored if ci=FALSE and/or ci.method does not equal "bootstrap”.

Details

Letz = (1,2, ...,2N) denote a vector of N observations from some positive-valued distribution
with mean p and standard deviation 0. Assume n (0 < n < N) of these observations are known
and ¢ (¢ = N —n) of these observations are all censored below (left-censored) or all censored above
(right-censored) at k censoring levels

T17T27"'7Tk;k21 (1)

Finally, let y1, yo, . . . , y,, denote the n ordered uncensored observations.

Estimation
It can be shown that the mean of a positive-valued distribution is equal to the area under the survival
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curve (Klein and Moeschberger, 2003, p.33):

M:/o [1—F(t)}dt:/0 Sydt  (2)

where F'(t) denotes the cumulative distribution function evaluated at ¢t and S(¢) = 1 — F'(¢) denotes
the survival function evaluated at ¢. When the Kaplan-Meier estimator is used to construct the sur-
vival function, you can use the area under this curve to estimate the mean of the distribution, and the
estimator can be as efficient or more efficient than parametric estimators of the mean (Meier, 2004;
Helsel, 2012; Lee and Wang, 2003). Let F(t) denote the Kaplan-Meier estimator of the empirical
cumulative distribution function (ecdf) evaluated at ¢, and let S(t) = 1 — F(t) denote the estimated
survival function evaluated at ¢. (See the help files for ecdfPlotCensored and qqPlotCensored
for an explanation of how the Kaplan-Meier estimator of the ecdf is computed.)

The formula for the estimated mean is given by (Lee and Wang, 2003, p. 74):
ﬂ:ZS(yifl)(yi_yifl) (3)
i=1

where yo = 0 and S(yo) = 1 by definition. It can be shown that this formula is eqivalent to:

where F'(y) = F'(0) = 0 by definition (USEPA, 2009, p. 15-10; Singh et al., 2010, pp. 109-111;
Beal, 2010).

The formula for the estimated standard deviation is:
o= (wi— w*Fw) - Fly-)}'? ()
i=1

(USEPA, 2009, p. 15-10), and the formula for the estimated standard error of the mean is:

R = A? 1/2
"ﬂ:[; NN —r+1) ©)
where .
A = Z S(i)isr — i) (7)

(Lee and Wang, 2003, p. 74). Kaplan and Meier suggest using a bias correction of n/(n — 1) (Lee
and Wang, 2003, p.75):

. no.
Op.BC = ——70i (8)

When correct.se=TRUE, Equation (8) is used instead of Equation (6).

If the smallest value for left-censored data is censored and less than or equal to the smallest uncen-
sored value then the estimated mean will be biased high, and if the largest value for right-censored
data is censored and greater than or equal to the largest uncensored value, the the estimated mean
will be biased low. In these cases, the above formulas can and should be modified (Barker, 2009;
Lee and Wang, 2003, p. 74). For left-censored data, the smallest censored observation can be
treated as observed and set to the smallest censoring level (left.censored.min="DL"), half of
the smallest censoring level (left.censored.min="DL/2"), or some other value greater than 0
and the smallest censoring level. Setting left.censored.min="Ignore" uses the formulas given
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above (biased in this case) and is what is presented in Singh et al. (2010, pp. 109-111) and
Beal (2010). USEPA (2009, pp. 15-7 to 15-10) on the other hand uses the method associated with
left.censored.min="DL". For right-censored data, the largest censored observation can be treated
as observed and set to the censoring level (right.censored.max="DL") or some value greater than
the largest censoring level. In the survival analysis literature, this method of dealing with this situ-
ation is called estimating the restricted mean (Miller, 1981; Meier, 2004; Barker, 2009).

Confidence Intervals
This section explains how confidence intervals for the mean g are computed.

Normal Approximation (ci.method="normal.approx")

This method constructs approximate (1 — «)100% confidence intervals for 1 based on the assump-
tion that the estimator of y is approximately normally distributed. That is, a two-sided (1 — «/)100%
confidence interval for y is constructed as:

[/:L - tlfa/Q,mfla-[u ﬂ + tlfa/Z,mfl&ﬂ] (9)

where [i denotes the estimate of y, 55 denotes the estimated asymptotic standard deviation of the
estimator of u, m denotes the assumed sample size for the confidence interval, and ¢,, , denotes the
p’th quantile of Student’s t-distribuiton with v degrees of freedom. One-sided confidence intervals
are computed in a similar fashion.

The argument ci.sample.size determines the value of m. By default, it is the observed number
of uncensored observations. This is simply an ad-hoc method of constructing confidence intervals
and is not based on any published theoretical results.

When pivot.statistic="z", the p’th quantile from the standard normal distribution is used in
place of the p’th quantile from Student’s t-distribution.

Bootstrap and Bias-Corrected Bootstrap Approximation (ci.method="bootstrap")

The bootstrap is a nonparametric method of estimating the distribution (and associated distribution
parameters and quantiles) of a sample statistic, regardless of the distribution of the population from
which the sample was drawn. The bootstrap was introduced by Efron (1979) and a general reference
is Efron and Tibshirani (1993).

In the context of deriving an approximate (1 — «)100% confidence interval for the population mean
1, the bootstrap can be broken down into the following steps:

1. Create a bootstrap sample by taking a random sample of size N from the observations in z,
where sampling is done with replacement. Note that because sampling is done with replace-
ment, the same element of z can appear more than once in the bootstrap sample. Thus, the
bootstrap sample will usually not look exactly like the original sample (e.g., the number of
censored observations in the bootstrap sample will often differ from the number of censored
observations in the original sample).

2. Estimate p based on the bootstrap sample created in Step 1, using the same method that
was used to estimate 4 using the original observations in z. Because the bootstrap sample
usually does not match the original sample, the estimate of y based on the bootstrap sample
will usually differ from the original estimate based on x. For the bootstrap-t method (see
below), this step also involves estimating the standard error of the estimate of the mean and
computing the statistic I’ = (fip — miu)/6;, where /i denotes th